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ABSTRACT

Recent advancements in language models have demonstrated remarkable in-context
learning abilities, prompting the exploration of in-context reinforcement learning
(ICRL) to extend the promise to decision domains. Due to involving more complex
dynamics and temporal correlations, existing ICRL approaches may face challenges
in learning from suboptimal trajectories and achieving precise in-context inference.
In the paper, we propose Scalable In-Context Q-Learning (S-ICQL), an innovative
framework that harnesses dynamic programming and world modeling to steer ICRL
toward efficient reward maximization and task generalization, while retaining the
scalability and stability of supervised pretraining. We design a prompt-based multi-
head transformer architecture that simultaneously predicts optimal policies and
in-context value functions using separate heads. We pretrain a generalized world
model to capture task-relevant information, enabling the construction of a compact
prompt that facilitates fast and precise in-context inference. During training, we
perform iterative policy improvement by fitting a state value function to an upper-
expectile of the Q-function, and distill the in-context value functions into policy
extraction using advantage-weighted regression. Extensive experiments across a
range of discrete and continuous environments show consistent performance gains
over various types of baselines, especially when learning from suboptimal data.
Our code is available at https://github.com/NJU-RL/SICQL.

1 INTRODUCTION

RL is a pivotal mechanism for training autonomous agents to solve complex tasks in interactive envi-
ronments (Mnih et al., 2015), with expanding applications in frontier challenges such as fine-tuning
language models (Yan et al., 2025; Hu et al., 2026; Zhan et al., 2026) and diffusion models (Black
et al., 2024; Liu et al., 2026). A longstanding goal of RL is to learn from diverse experiences and
generalize beyond its training environments, efficiently adapting to unseen situations, dynamics, or
objectives (Ackley & Littman, 1989; Kirk et al., 2023; Hu et al., 2025). A promising avenue is in-
context learning (Brown et al., 2020) that trains large-scale transformer models on massive datasets to
achieve remarkable generalization capabilities, adapting to new tasks via prompt conditioning without
any model updates (Wang et al., 2023a; Li et al., 2024a). Accordingly, in-context RL (ICRL) seeks to
extend this promise to decision domains and has seen rapid progress in recent years (Nikulin et al.,
2025). Existing studies contain two typical branches: algorithm distillation (AD) (Laskin et al., 2023)
and decision-pretrained transformer (DPT) (Lee et al., 2023), due to their simplicity and generality.
They commonly employ cross-episode transitions as few-shot prompts and train transformer-based
policies under supervised pretraining (Lin et al., 2024), followed by various improvements from
model-based planning (Son et al., 2025), hierarchical decomposition (Huang et al., 2024), importance
weighting (Dong et al., 2025), etc (Sinii et al., 2024; Tarasov et al., 2025; Dai et al., 2024).

Though, significant challenges may emerge when extending the promise of in-context learning
from (self-) supervised learning to RL, since RL involves more complex dynamics and temporal
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correlations (Silver et al., 2021). First, previous studies usually adopt a supervised pretraining
paradigm, failing to go beyond imitating collected data (Yamagata et al., 2023). AD can require
long-horizon context and inherit suboptimal behaviors due to the gradual update rule (Son et al., 2025).
DPT relies on an oracle for optimal action labeling that can often be infeasible in practice (Tarasov
et al., 2025). These limitations may hinder the efficient learning of optimal policies, especially when
only suboptimal datasets are available. Second, substantial scope remains to advance the design of
efficient prompts that can precisely encode RL task information. In language communities, prompts
are concise, precise text instructions rich in semantic information, as text naturally conveys high-level
concepts like objects (nouns) and actions (verbs) (Kakogeorgiou et al., 2022). However, ICRL
approaches generally take raw transitions as prompts that have many more tokens than a sentence
and can be highly redundant. Within transitions from offline datasets, the task information can be
entangled with behavior policies, thus producing biased task inference at test time (Yuan & Lu,
2022). Hence, this type of prompt may be insufficient to precisely capture relevant information about
decision tasks. The aforementioned limitations raise a key question: Can we design a scalable
ICRL framework using lightweight prompts that precisely capture task-relevant information, while
unleashing the core potential of fundamental reward maximization to learn from suboptimal data?

To tackle these challenges, we draw upon two basic properties inherent in full RL. First, classical RL
algorithms learn a value function to backpropagate expected returns using dynamic programming
updates, 1 showing appealing stitching property, i.e., the ability to combine parts of suboptimal
trajectories for finding globally optimal behaviors (Sutton et al., 1998). Naturally, the stitching
property offers a compelling avenue for unleashing the potential of ICRL architectures, attaining
substantial improvement over suboptimal data. Second, as RL agents learn through active interactions
with the outer environment, the decision task is fully characterized by the environment dynamics,
i.e., the state transition and reward functions p(s′, a|s, a). The world model (Hafner et al., 2025) can
learn an internal representation of the environment dynamics, and is intrinsically invariant to behavior
policies or collected datasets (Wang et al., 2024). Hence, leveraging the world model holds promise
for designing a lightweight prompt structure capable of precisely encoding task-relevant information.

Drawing inspiration from full RL, we propose Scalable In-Context Q-Learning (S-ICQL), an
innovative framework that harnesses dynamic programming and world modeling to steer ICRL
toward efficient reward maximization and task generalization. First, we design a prompt-based
multi-head transformer architecture to maintain scalability and parameter efficiency. The model
simultaneously predicts optimal policies and in-context value functions using separate heads, given
a task prompt and corresponding query inputs. Second, we pretrain a generalized world model to
capture task-relevant information from the multi-task offline dataset, and use it to transform a small
number of raw transitions into a lightweight prompt for fast and precise in-context inference. Finally,
we perform iterative policy improvement by fitting a state value function to an upper-expectile of the
Q-function, and distill the in-context value functions into policy extraction using advantage-weighted
regression. This formulation allows for learning a policy to maximize the Q-values subject to an
offline dataset constraint, while retaining the scalability and stability of the supervised pretraining
paradigm. In summary, our main contributions are threefold:
• We introduce dynamic programming to supervised ICRL architectures, unleashing its potential

toward learning from suboptimal trajectories with efficient reward maximization.

• We design a lightweight prompt structure that leverages world modeling to accurately capture
task-relevant information, enabling fast and precise in-context inference.

• We propose a scalable and parameter-efficient ICRL framework that integrates the advantages of
RL and supervised learning paradigms. Comprehensive experiments validate our superiority over
a range of baselines, especially when learning from suboptimal data.

2 RELATED WORK

The concept of agents adapting their behaviors within the context without model updates builds on
earlier work in meta-RL (Beck et al., 2025), such as the memory-based RL2 (Duan et al., 2016)

1In this paper, we use dynamic programming to indicate the fundamental characteristic of any RL algorithm
relying on the Bellman-backup operation. It updates state (or state-action) values based on value estimates of
successor states (or state-action pairs), i.e., bootstrapping (Sutton et al., 1998). We use dynamic programming
and Q-learning interchangeably to refer to this fundamental property of RL.
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and LLIRL (Wang et al., 2022; 2023b), the optimization-based MAML (Finn et al., 2017) and
MACAW (Mitchell et al., 2021), and the context-based VariBAD (Zintgraf et al., 2021), Meta-
DT (Wang et al., 2024), etc. (Li et al., 2024b; Zhang et al., 2025). Recently, there has been a shift
towards employing transformers to implement ICRL (Moeini et al., 2025; Nikulin et al., 2025), driven
by their proven ability to capture long-term dependencies and exhibit emergent in-context learning
behaviors Brown et al. (2020). AMAGO (Grigsby et al., 2024a;b) trains long-sequence transformers
over entire rollouts with actor-critic learning to tackle in-context goal-conditioned problems, and (Lu
et al., 2023) leverages the S4 model’s ability to handle long-range sequences for ICRL tasks. In offline
settings, two classical branches are AD (Laskin et al., 2023) and DPT (Lee et al., 2023). AD trains a
causal transformer to autoregressively predict actions using preceding learning histories as context,
while DPT predicts the optimal action based on a query state and a prompt of interaction transitions.
Follow-up studies enhance in-context learning from different perspectives (Son et al., 2025; Huang
et al., 2024; Dai et al., 2024; Zisman et al., 2024; Wu et al., 2025). For example, IDT (Huang et al.,
2024) designs a hierarchical decision structure, and DICP (Son et al., 2025) incorporates model-based
planning with a learned dynamics model. These approaches generally adopt a supervised paradigm
with raw transitions as prompts, while we harness dynamic programming for reward maximization
and leverage world modeling to construct more efficient prompts.

DIT (Dong et al., 2025) and IC-IQL (Tarasov et al., 2025) are the most relevant to our work. DIT
also uses a weighted maximum likelihood estimation loss to train the transformer policy, where
the weights are directly calculated from observed rewards in collected datasets. In contrast, we
learn separate in-context value functions for computing advantage weights, enabling more stable and
sample-efficient policy extraction. IC-IQL integrates a Q-learning objective into AD. The policy
and value networks are updated by optimizing only their heads, without propagating gradients to
the transformer backbone. In contrast, we train the full multi-head transformer policy end-to-end,
releasing the transformer’s scalability with a simplified pipeline. We also design a precise, lightweight
prompt structure to overcome the limitation of AD algorithms that require long training histories as
context. Empirical results in Sec. 4 demonstrate our superiority to these two baselines.

3 METHOD

In this section, we present S-ICQL (Scalable In-Context Q-Learning), an innovative ICRL framework
that leverages dynamic programming and world modeling for efficient reward maximization and task
generalization. We adopt a prompt-based multi-head transformer architecture that simultaneously
predicts optimal policy and in-context value functions using separate heads, ensuring scalability
and parameter efficiency. Figure 1 illustrates the method overview. The algorithm pseudocodes are
presented in Appendix B, and detailed implementations are given as follows.

3.1 PROBLEM STATEMENT

We consider a multi-task offline RL setting, where tasks follow a distribution M i=⟨S,A,T i,Ri, γ⟩
∼ P (M). Tasks share the same state-action spaces S,A but differ in reward functionsR or transition
dynamics T . An offline datasetDi=

∑
j(s

i
j , a

i
j , r

i
j , s

i
j′) is collected by arbitrary behavior policies for

each task out of a total of N training ones. The agent can only access the offline datasets {Di}Ni=1 to
train an in-context policy as πθ(a

i|si;βi), where βi is a prompt that encodes task-relevant information
(e.g., past interaction history in AD or transition sequences in DPT). During testing, the trained policy
is evaluated on unseen tasks sampled from P (M) through direct interaction with the environment.
With fixed policy parameters θ, all adaptations occur through the prompt/context β that is initially
empty and gradually constructed from history interactions. As β evolves, the model refines its
predictions, analogous to policy updates in conventional RL. The objective is to learn an in-context
policy that maximizes the expected episodic return over test tasks as J(π) = EM∼P (M)[JM (π)].

3.2 SCALABLE MODEL ARCHITECTURE

World Modeling. As shown in Figure 1-(a), we design a lightweight prompt structure capable of
encoding precise information about decision tasks. The world model, representing environment
dynamics p(s′, r|s, a) (Hafner et al., 2025), fully characterizes the underlying task and remains
invariant to behavior policies or the datasets collected. Inspired by this fundamental property of RL,
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<latexit sha1_base64="AJp2jTdiOPW9WFl1dMP2D4HvaV0=">AAAB6nicbVA9SwNBEJ2LGmP8ilraLAbBKtyliJYBG8sEzQckR9jb7CVL9j7YnRPCkZ9goUVEbAX/i6Wd+GfcfBSa+GDg8d4MM/O8WAqNtv1lZTY2t7LbuZ387t7+wWHh6Lipo0Qx3mCRjFTbo5pLEfIGCpS8HStOA0/ylje6nvmte660iMI7HMfcDeggFL5gFI10q3vYKxTtkj0HWSfOkhSr2fr3x/TxvdYrfHb7EUsCHiKTVOuOY8foplShYJJP8t1E85iyER3wjqEhDbh20/mpE3JulD7xI2UqRDJXf0+kNNB6HHimM6A41KveTPzP6yToX7mpCOMEecgWi/xEEozI7G/SF4ozlGNDKFPC3ErYkCrK0KSTNyE4qy+vk2a55FRKlbpJowwL5OAUzuACHLiEKtxADRrAYAAPMIVnS1pP1ov1umjNWMuZE/gD6+0H072R3w==</latexit>st

<latexit sha1_base64="q8hQvZh41GK8kAn/0JuFeUxHUHs=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXBTZcV7QNqKUk6rUPTJMxMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7/STkUjnOa85aWl5ZXcuvFzY2t7Z3irt7LRmnImDNIA5j0fE9yUIesabiKmSdRDBv4oes7Y/Pdbx9y4TkcXSlpgnrTbxRxIc88BRRl7Kv+sWSU3bMsheBm4ESstWIiy+4xgAxAqSYgCGCIhzCg6SnCxcOEuJ6mBEnCHETZ7hHgbQpZTHK8Igd03dEu27GRrTXntKoAzolpFeQ0sYRaWLKE4T1abaJp8ZZs795z4ynvtuU/n7mNSFW4YbYv3TzzP/qdC0KQ5yZGjjVlBhGVxdkLqnpir65/aUqRQ4JcRoPKC4IB0Y577NtNNLUrnvrmfibydSs3gdZbop3fUsasPtznIugVSm71XL14qRUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtyIrte4+U61cptnHt2U9fACgA5Ba</latexit>st
<latexit sha1_base64="q8hQvZh41GK8kAn/0JuFeUxHUHs=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXBTZcV7QNqKUk6rUPTJMxMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7/STkUjnOa85aWl5ZXcuvFzY2t7Z3irt7LRmnImDNIA5j0fE9yUIesabiKmSdRDBv4oes7Y/Pdbx9y4TkcXSlpgnrTbxRxIc88BRRl7Kv+sWSU3bMsheBm4ESstWIiy+4xgAxAqSYgCGCIhzCg6SnCxcOEuJ6mBEnCHETZ7hHgbQpZTHK8Igd03dEu27GRrTXntKoAzolpFeQ0sYRaWLKE4T1abaJp8ZZs795z4ynvtuU/n7mNSFW4YbYv3TzzP/qdC0KQ5yZGjjVlBhGVxdkLqnpir65/aUqRQ4JcRoPKC4IB0Y577NtNNLUrnvrmfibydSs3gdZbop3fUsasPtznIugVSm71XL14qRUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtyIrte4+U61cptnHt2U9fACgA5Ba</latexit>st

<latexit sha1_base64="kBuge5f/IjGKU7Xy9WRbwa1R5/Y=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXBTZcV7QNqKZPptA5Nk5BMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7vciXiXKc15y1tLyyupZfL2xsbm3vFHf3WkmYxlw0eeiHccdjifBlIJpKKl90oliwieeLtjc+1/H2rYgTGQZXahqJ3oSNAjmUnCmiLllf9Yslp+yYZS8CNwMlZKsRFl9wjQFCcKSYQCCAIuyDIaGnCxcOIuJ6mBEXE5ImLnCPAmlTyhKUwYgd03dEu27GBrTXnolRczrFpzcmpY0j0oSUFxPWp9kmnhpnzf7mPTOe+m5T+nuZ14RYhRti/9LNM/+r07UoDHFmapBUU2QYXR3PXFLTFX1z+0tVihwi4jQeUDwmzI1y3mfbaBJTu+4tM/E3k6lZvedZbop3fUsasPtznIugVSm71XL14qRUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtwIrte4+U61cptnHt2U9fAB1H5BI</latexit>at
<latexit sha1_base64="kBuge5f/IjGKU7Xy9WRbwa1R5/Y=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXBTZcV7QNqKZPptA5Nk5BMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7vciXiXKc15y1tLyyupZfL2xsbm3vFHf3WkmYxlw0eeiHccdjifBlIJpKKl90oliwieeLtjc+1/H2rYgTGQZXahqJ3oSNAjmUnCmiLllf9Yslp+yYZS8CNwMlZKsRFl9wjQFCcKSYQCCAIuyDIaGnCxcOIuJ6mBEXE5ImLnCPAmlTyhKUwYgd03dEu27GBrTXnolRczrFpzcmpY0j0oSUFxPWp9kmnhpnzf7mPTOe+m5T+nuZ14RYhRti/9LNM/+r07UoDHFmapBUU2QYXR3PXFLTFX1z+0tVihwi4jQeUDwmzI1y3mfbaBJTu+4tM/E3k6lZvedZbop3fUsasPtznIugVSm71XL14qRUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtwIrte4+U61cptnHt2U9fAB1H5BI</latexit>at

The h-horizon Context Prompt

<latexit sha1_base64="T81b/b6MymOzV1HL5rlJwa4WShE=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHaJQY4kXjxilEcCGzI7DDBhdnYz02uCGz7BiweN8eoXefNvHGAPClbSSaWqO91dQSyFQdf9dnIbm1vbO/ndwt7+weFR8fikZaJEM95kkYx0J6CGS6F4EwVK3ok1p2EgeTuY3Mz99iPXRkTqAacx90M6UmIoGEUr3T/1K/1iyS27C5B14mWkBBka/eJXbxCxJOQKmaTGdD03Rj+lGgWTfFboJYbHlE3oiHctVTTkxk8Xp87IhVUGZBhpWwrJQv09kdLQmGkY2M6Q4tisenPxP6+b4LDmp0LFCXLFlouGiSQYkfnfZCA0ZyinllCmhb2VsDHVlKFNp2BD8FZfXietStmrlqt3V6V6LYsjD2dwDpfgwTXU4RYa0AQGI3iGV3hzpPPivDsfy9ack82cwh84nz8Q0I2k</latexit>z2
<latexit sha1_base64="2TLOgeglb0A8fs+MINeGlNtr420=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEao8FLx4r2lpoQ9lsN+3SzSbsToQa+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4W19Y3NreJ2aWd3b/+gfHjUNnGqGW+xWMa6E1DDpVC8hQIl7ySa0yiQ/CEYX8/8h0eujYjVPU4S7kd0qEQoGEUr3T31vX654lbdOcgq8XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGNb9TKgkRa7YYlGYSoIxmf1NBkJzhnJiCWVa2FsJG1FNGdp0SjYEb/nlVdK+qHq1au32stKo53EU4QRO4Rw8uIIG3EATWsBgCM/wCm+OdF6cd+dj0Vpw8plj+APn8wcPTI2j</latexit>z1

<latexit sha1_base64="TtyE3uds65OsK+o2KEHki44+TJM=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHbVIEcSLx4xyiOBDZkdemHC7OxmZtYECZ/gxYPGePWLvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLRzcxvPaLSPJYPZpygH9GB5CFn1Fjp/ql32SuW3LI7B1klXkZKkKHeK351+zFLI5SGCap1x3MT40+oMpwJnBa6qcaEshEdYMdSSSPU/mR+6pScWaVPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJqz6Ey6T1KBki0VhKoiJyexv0ucKmRFjSyhT3N5K2JAqyoxNp2BD8JZfXiXNi7JXKVfurkq1ahZHHk7gFM7Bg2uowS3UoQEMBvAMr/DmCOfFeXc+Fq05J5s5hj9wPn8AElSNpQ==</latexit>z3
<latexit sha1_base64="G4UgYtFIOvS90BqlWrbD9Q/TTlY=">AAAB6nicbVDLTgJBEOzFF+IL9ehlIjHxRHYNQY4kXjxilEcCGzI7DDBhdnYz02uCGz7BiweN8eoXefNvHGAPClbSSaWqO91dQSyFQdf9dnIbm1vbO/ndwt7+weFR8fikZaJEM95kkYx0J6CGS6F4EwVK3ok1p2EgeTuY3Mz99iPXRkTqAacx90M6UmIoGEUr3T/1K/1iyS27C5B14mWkBBka/eJXbxCxJOQKmaTGdD03Rj+lGgWTfFboJYbHlE3oiHctVTTkxk8Xp87IhVUGZBhpWwrJQv09kdLQmGkY2M6Q4tisenPxP6+b4LDmp0LFCXLFlouGiSQYkfnfZCA0ZyinllCmhb2VsDHVlKFNp2BD8FZfXietq7JXLVfvKqV6LYsjD2dwDpfgwTXU4RYa0AQGI3iGV3hzpPPivDsfy9ack82cwh84nz8T2I2m</latexit>z4

<latexit sha1_base64="8YnGgzpGB7BCDQQxPphiy1tgCg4=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY4kXjxCIo8ENmR2aGBkdnYzM2uCG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT27nffkSleSTvzTRGP6QjyYecUWOlxlO/WHLL7gJknXgZKUGGer/41RtELAlRGiao1l3PjY2fUmU4Ezgr9BKNMWUTOsKupZKGqP10ceiMXFhlQIaRsiUNWai/J1Iaaj0NA9sZUjPWq95c/M/rJmZY9VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5LtWoWRx7O4BwuwYMbqMEd1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOnRjP8=</latexit>z<latexit sha1_base64="76CqxfHlld3blFkH2XwV0ZKz+iU=">AAAB8XicbVBNSwMxEJ31s9avqkcvqUXwYtmVUj0WvHisYD+wu5Rsmm1Ds8mSZIWy9F948aCIV/+NN/+NabsHbX0w8Hhvhpl5YcKZNq777aytb2xubRd2irt7+weHpaPjtpapIrRFJJeqG2JNORO0ZZjhtJsoiuOQ0044vp35nSeqNJPiwUwSGsR4KFjECDZWeuxnI7986Ze9ab9UcavuHGiVeDmpQI5mv/TlDyRJYyoM4VjrnucmJsiwMoxwOi36qaYJJmM8pD1LBY6pDrL5xVN0bpUBiqSyJQyaq78nMhxrPYlD2xljM9LL3kz8z+ulJroJMiaS1FBBFouilCMj0ex9NGCKEsMnlmCimL0VkRFWmBgbUtGG4C2/vEraV1WvXq3f1yqNWh5HAU7hDC7Ag2towB00oQUEBDzDK7w52nlx3p2PReuak8+cwB84nz86Ro/y</latexit>

h→1

<latexit sha1_base64="8YnGgzpGB7BCDQQxPphiy1tgCg4=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY4kXjxCIo8ENmR2aGBkdnYzM2uCG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT27nffkSleSTvzTRGP6QjyYecUWOlxlO/WHLL7gJknXgZKUGGer/41RtELAlRGiao1l3PjY2fUmU4Ezgr9BKNMWUTOsKupZKGqP10ceiMXFhlQIaRsiUNWai/J1Iaaj0NA9sZUjPWq95c/M/rJmZY9VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5LtWoWRx7O4BwuwYMbqMEd1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOnRjP8=</latexit>z <latexit sha1_base64="8YnGgzpGB7BCDQQxPphiy1tgCg4=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY4kXjxCIo8ENmR2aGBkdnYzM2uCG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT27nffkSleSTvzTRGP6QjyYecUWOlxlO/WHLL7gJknXgZKUGGer/41RtELAlRGiao1l3PjY2fUmU4Ezgr9BKNMWUTOsKupZKGqP10ceiMXFhlQIaRsiUNWai/J1Iaaj0NA9sZUjPWq95c/M/rJmZY9VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5LtWoWRx7O4BwuwYMbqMEd1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOnRjP8=</latexit>z<latexit sha1_base64="wKhkfwwZqsRPe2JGGf05oofCdZQ=">AAAB8XicbVDLSgNBEOyNrxgfSczRy8QgeDHsqkSPAS8eEzAPzC5hdjJJhszOLjOzQljyF14UFPGqX+PNnxEnj4MmFjQUVd10d/kRZ0rb9peVWlvf2NxKb2d2dvf2s7n8QVOFsSS0QUIeyraPFeVM0IZmmtN2JCkOfE5b/uh66rfuqVQsFLd6HFEvwAPB+oxgbaS7bjJ0i6du8XzSzZXssj0DWiXOgpSqhXy2/vH0XevmPt1eSOKACk04Vqrj2JH2Eiw1I5xOMm6saITJCA9ox1CBA6q8ZHbxBB0bpYf6oTQlNJqpvycSHCg1DnzTGWA9VMveVPzP68S6f+UlTESxpoLMF/VjjnSIpu+jHpOUaD42BBPJzK2IDLHERJuQMiYEZ/nlVdI8KzuVcqVu0riAOdJwCEdwAg5cQhVuoAYNICDgAZ7hxVLWo/Vqvc1bU9ZipgB/YL3/AEuckvg=</latexit>

h→3
<latexit sha1_base64="XH5PCFBjpMCYV7KQrwT1FShHPfs=">AAAB8XicbVDLSgNBEOyNrxgfSczRy8QgeDHsBokeA148JmAemF3C7GSSDJmdXWZmhbDkL7woKOJVv8abPyNOHgdNLGgoqrrp7vIjzpS27S8rtbG5tb2T3s3s7R8cZnP5o5YKY0lok4Q8lB0fK8qZoE3NNKedSFIc+Jy2/fH1zG/fU6lYKG71JKJegIeCDRjB2kh3vWTkFs/dYmXay5Xssj0HWifOkpRqhXy28fH0Xe/lPt1+SOKACk04Vqrr2JH2Eiw1I5xOM26saITJGA9p11CBA6q8ZH7xFJ0apY8GoTQlNJqrvycSHCg1CXzTGWA9UqveTPzP68Z6cOUlTESxpoIsFg1ijnSIZu+jPpOUaD4xBBPJzK2IjLDERJuQMiYEZ/XlddKqlJ1qudowaVzAAmk4hhM4AwcuoQY3UIcmEBDwAM/wYinr0Xq13hatKWs5U4A/sN5/AEoXkvc=</latexit>

h→2
<latexit sha1_base64="VVImwVgbNuOX8gmsM1vYY61v+qE=">AAACx3icjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXBje4q2AfUUpJ02oYmmZBMiqV04Q+41T8T/0D/wjvjFNQiOiHJmXPvOTP3XjcO/FRY1mvOWFldW9/Ibxa2tnd294r7B82UZ4nHGh4PeNJ2nZQFfsQawhcBa8cJc0I3YC13fCnjrQlLUp9Ht2Ias27oDCN/4HuOkFRvNpr3iiWrbKllLgNbgxL0qvPiC+7QB4eHDCEYIgjCARyk9HRgw0JMXBcz4hJCvoozzFEgbUZZjDIcYsf0HdKuo9mI9tIzVWqPTgnoTUhp4oQ0nPISwvI0U8Uz5SzZ37xnylPebUp/V3uFxAqMiP1Lt8j8r07WIjDAharBp5pixcjqPO2Sqa7Im5tfqhLkEBMncZ/iCWFPKRd9NpUmVbXL3joq/qYyJSv3ns7N8C5vSQO2f45zGTTPyna1XL2plGoVPeo8jnCMU5rnOWq4Qh0N8h7hEU94Nq4NbkyM+89UI6c1h/i2jIcP5waQ3w==</latexit>

h
<latexit sha1_base64="8YnGgzpGB7BCDQQxPphiy1tgCg4=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY4kXjxCIo8ENmR2aGBkdnYzM2uCG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT27nffkSleSTvzTRGP6QjyYecUWOlxlO/WHLL7gJknXgZKUGGer/41RtELAlRGiao1l3PjY2fUmU4Ezgr9BKNMWUTOsKupZKGqP10ceiMXFhlQIaRsiUNWai/J1Iaaj0NA9sZUjPWq95c/M/rJmZY9VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5LtWoWRx7O4BwuwYMbqMEd1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOnRjP8=</latexit>z

<latexit sha1_base64="2PWO7pggMXO0ApEzyHxwjuCVPP8=">AAACyHicjVHLSsNAFD2Nr1pfVZdugkVwVRKR2mXBjbiqYNpCLTJJp3VomoTJRCnFjT/gVr9M/AP9C++MKahFdEKSM+fec2buvX4SilQ5zmvBWlhcWl4prpbW1jc2t8rbO600zmTAvSAOY9nxWcpDEXFPCRXyTiI5G/shb/ujUx1v33KZiji6VJOE98ZsGImBCJgiyrvyuWLX5YpTdcyy54Gbgwry1YzLL7hCHzECZBiDI4IiHIIhpacLFw4S4nqYEicJCRPnuEeJtBllccpgxI7oO6RdN2cj2mvP1KgDOiWkV5LSxgFpYsqThPVptolnxlmzv3lPjae+24T+fu41Jlbhhti/dLPM/+p0LQoD1E0NgmpKDKOrC3KXzHRF39z+UpUih4Q4jfsUl4QDo5z12Taa1NSue8tM/M1kalbvgzw3w7u+JQ3Y/TnOedA6qrq1au3iuNKo56MuYg/7OKR5nqCBMzThkbfAI57wbJ1biXVnTT5TrUKu2cW3ZT18AJbIkSY=</latexit>

ω

<latexit sha1_base64="8XMnU9uE9cVrRB4wXiGQiJkFqFA=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXBTZcV7QNqKZPptA5Nk5BMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7vciXiXKc15y1tLyyupZfL2xsbm3vFHf3WkmYxlw0eeiHccdjifBlIJpKKl90oliwieeLtjc+1/H2rYgTGQZXahqJ3oSNAjmUnCmiLllf9Yslp+yYZS8CNwMlZKsRFl9wjQFCcKSYQCCAIuyDIaGnCxcOIuJ6mBEXE5ImLnCPAmlTyhKUwYgd03dEu27GBrTXnolRczrFpzcmpY0j0oSUFxPWp9kmnhpnzf7mPTOe+m5T+nuZ14RYhRti/9LNM/+r07UoDHFmapBUU2QYXR3PXFLTFX1z+0tVihwi4jQeUDwmzI1y3mfbaBJTu+4tM/E3k6lZvedZbop3fUsasPtznIugdVJ2q+XqRaVUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtwIrte4+U61cptnHt2U9fAB1uZBK</latexit>at
<latexit sha1_base64="sfDzIOhoUFp2t2tiBu6tfv07+iM=">AAACz3icjVHLSsNAFD3GV62vqks3wSIISkmkVJcFNy5bsA9oS0nSaQ1NkzAzUUqpuPUH3OpfiX+gf+GdMQW1iE5Icubce87MvdeNA19Iy3pdMBaXlldWM2vZ9Y3Nre3czm5dRAn3WM2Lgog3XUewwA9ZTfoyYM2YM2fkBqzhDi9UvHHDuPCj8EqOY9YZOYPQ7/ueI4lqi+5EHtvTE5N3ZTeXtwqWXuY8sFOQR7oqUe4FbfQQwUOCERhCSMIBHAh6WrBhISaugwlxnJCv4wxTZEmbUBajDIfYIX0HtGulbEh75Sm02qNTAno5KU0ckiaiPE5YnWbqeKKdFfub90R7qruN6e+mXiNiJa6J/Us3y/yvTtUi0ce5rsGnmmLNqOq81CXRXVE3N79UJckhJk7hHsU5YU8rZ302tUbo2lVvHR1/05mKVXsvzU3wrm5JA7Z/jnMe1E8LdqlQqhbz5WI66gz2cYAjmucZyrhEBTXyjvGIJzwbVePWuDPuP1ONhVSzh2/LePgA642Tmw==</latexit>st+1, rt

<latexit sha1_base64="FP2HtQmN/O/CVhfVgHU6Qp6gBA8=">AAACxnicjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXBTZcV7QNqKUk6rUPTJMxMlFIEf8Ctfpr4B/oX3hlTUIvohCRnzr3nzNx7/STkUjnOa85aWl5ZXcuvFzY2t7Z3irt7LRmnImDNIA5j0fE9yUIesabiKmSdRDBv4oes7Y/Pdbx9y4TkcXSlpgnrTbxRxIc88BRRl7Kv+sWSU3bMsheBm4ESstWIiy+4xgAxAqSYgCGCIhzCg6SnCxcOEuJ6mBEnCHETZ7hHgbQpZTHK8Igd03dEu27GRrTXntKoAzolpFeQ0sYRaWLKE4T1abaJp8ZZs795z4ynvtuU/n7mNSFW4YbYv3TzzP/qdC0KQ5yZGjjVlBhGVxdkLqnpir65/aUqRQ4JcRoPKC4IB0Y577NtNNLUrnvrmfibydSs3gdZbop3fUsasPtznIugdVJ2q+XqRaVUq2SjzuMAhzimeZ6ihjoaaJL3CI94wrNVtyIrte4+U61cptnHt2U9fACgnZBc</latexit>st

Representation

<latexit sha1_base64="9Id0AIKAnu9BDttKX7hMn6beOQY=">AAAC13icjVHLTsJAFD3UF+Kr4tJNIzFxYUgxBF2SuHGJiTwMENKWASaUtmmnBkKIO+PWH3Crf2T8A/0L74wlUYnRadqeOfeeM3PvtQOXR8I0X1Pa0vLK6lp6PbOxubW9o+9ma5Efhw6rOr7rhw3bipjLPVYVXLisEYTMGtkuq9vDcxmv37Aw4r53JSYBa4+svsd73LEEUR092wq40To2WoKNxXTArO6so+fMvKmWsQgKCcghWRVff0ELXfhwEGMEBg+CsAsLET1NFGAiIK6NKXEhIa7iDDNkSBtTFqMMi9ghffu0ayasR3vpGSm1Q6e49IakNHBIGp/yQsLyNEPFY+Us2d+8p8pT3m1CfzvxGhErMCD2L9088786WYtAD2eqBk41BYqR1TmJS6y6Im9ufKlKkENAnMRdioeEHaWc99lQmkjVLntrqfibypSs3DtJbox3eUsacOHnOBdB7SRfKOVLl8VcuZiMOo19HOCI5nmKMi5QQZW8x3jEE561a+1Wu9PuP1O1VKLZw7elPXwAZ1uWhQ==</latexit>

ω head
<latexit sha1_base64="9Id0AIKAnu9BDttKX7hMn6beOQY=">AAAC13icjVHLTsJAFD3UF+Kr4tJNIzFxYUgxBF2SuHGJiTwMENKWASaUtmmnBkKIO+PWH3Crf2T8A/0L74wlUYnRadqeOfeeM3PvtQOXR8I0X1Pa0vLK6lp6PbOxubW9o+9ma5Efhw6rOr7rhw3bipjLPVYVXLisEYTMGtkuq9vDcxmv37Aw4r53JSYBa4+svsd73LEEUR092wq40To2WoKNxXTArO6so+fMvKmWsQgKCcghWRVff0ELXfhwEGMEBg+CsAsLET1NFGAiIK6NKXEhIa7iDDNkSBtTFqMMi9ghffu0ayasR3vpGSm1Q6e49IakNHBIGp/yQsLyNEPFY+Us2d+8p8pT3m1CfzvxGhErMCD2L9088786WYtAD2eqBk41BYqR1TmJS6y6Im9ufKlKkENAnMRdioeEHaWc99lQmkjVLntrqfibypSs3DtJbox3eUsacOHnOBdB7SRfKOVLl8VcuZiMOo19HOCI5nmKMi5QQZW8x3jEE561a+1Wu9PuP1O1VKLZw7elPXwAZ1uWhQ==</latexit>

ω head
<latexit sha1_base64="Ie/M1O5orB3A0RqJ4Kmto3AlC98=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwISWVUl0W3LhswT6gLSVJp+3QvEgmxVK6E7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZuffaoctjYZqvGW1ldW19I7uZ29re2d3T9w8acZBEDqs7gRtELduKmct9VhdcuKwVRszybJc17fGVjDcnLIp54N+Iaci6njX0+YA7liCqp+s1o3NmdAS7FbMRs/rznp43C6ZaxjIopiCPdFUD/QUd9BHAQQIPDD4EYRcWYnraKMJESFwXM+IiQlzFGebIkTahLEYZFrFj+g5p105Zn/bSM1Zqh05x6Y1IaeCENAHlRYTlaYaKJ8pZsr95z5SnvNuU/nbq5RErMCL2L90i8786WYvAAJeqBk41hYqR1TmpS6K6Im9ufKlKkENInMR9ikeEHaVc9NlQmljVLntrqfibypSs3DtpboJ3eUsacPHnOJdB47xQLBfKtVK+UkpHncURjnFK87xABdeook7eEzziCc9aU5trd9r9Z6qWSTWH+La0hw/vLpWN</latexit>

Q head
<latexit sha1_base64="Ie/M1O5orB3A0RqJ4Kmto3AlC98=">AAAC1XicjVHLSsNAFD2Nr1pfUZdugkVwISWVUl0W3LhswT6gLSVJp+3QvEgmxVK6E7f+gFv9JfEP9C+8M6agFtEJSc6ce8+ZuffaoctjYZqvGW1ldW19I7uZ29re2d3T9w8acZBEDqs7gRtELduKmct9VhdcuKwVRszybJc17fGVjDcnLIp54N+Iaci6njX0+YA7liCqp+s1o3NmdAS7FbMRs/rznp43C6ZaxjIopiCPdFUD/QUd9BHAQQIPDD4EYRcWYnraKMJESFwXM+IiQlzFGebIkTahLEYZFrFj+g5p105Zn/bSM1Zqh05x6Y1IaeCENAHlRYTlaYaKJ8pZsr95z5SnvNuU/nbq5RErMCL2L90i8786WYvAAJeqBk41hYqR1TmpS6K6Im9ufKlKkENInMR9ikeEHaVc9NlQmljVLntrqfibypSs3DtpboJ3eUsacPHnOJdB47xQLBfKtVK+UkpHncURjnFK87xABdeook7eEzziCc9aU5trd9r9Z6qWSTWH+La0hw/vLpWN</latexit>

Q head
<latexit sha1_base64="MJV+nzZGDh6VakioCJib1RlLqMA=">AAAC1XicjVHLSsNAFD3GV62vqEs3wSK4kJJIqS4LblxWsA9oS0nSaRuaF8mkWEp34tYfcKu/JP6B/oV3ximoRXRCkjPn3nNm7r1O7HspN83XJW15ZXVtPbeR39za3tnV9/braZQlLqu5kR8lTcdOme+FrMY97rNmnDA7cHzWcEaXIt4YsyT1ovCGT2LWCexB6PU91+ZEdXW9brRPjTZnt3w6ZHZv1tULZtGUy1gElgIFqFWN9Be00UMEFxkCMITghH3YSOlpwYKJmLgOpsQlhDwZZ5ghT9qMshhl2MSO6DugXUuxIe2FZyrVLp3i05uQ0sAxaSLKSwiL0wwZz6SzYH/znkpPcbcJ/R3lFRDLMST2L9088786UQtHHxeyBo9qiiUjqnOVSya7Im5ufKmKk0NMnMA9iieEXamc99mQmlTWLnpry/ibzBSs2LsqN8O7uCUN2Po5zkVQPyta5WL5ulSolNSoczjEEU5onueo4ApV1Mh7jEc84VlraDPtTrv/TNWWlOYA35b28AH7WZWS</latexit>

V head
<latexit sha1_base64="MJV+nzZGDh6VakioCJib1RlLqMA=">AAAC1XicjVHLSsNAFD3GV62vqEs3wSK4kJJIqS4LblxWsA9oS0nSaRuaF8mkWEp34tYfcKu/JP6B/oV3ximoRXRCkjPn3nNm7r1O7HspN83XJW15ZXVtPbeR39za3tnV9/braZQlLqu5kR8lTcdOme+FrMY97rNmnDA7cHzWcEaXIt4YsyT1ovCGT2LWCexB6PU91+ZEdXW9brRPjTZnt3w6ZHZv1tULZtGUy1gElgIFqFWN9Be00UMEFxkCMITghH3YSOlpwYKJmLgOpsQlhDwZZ5ghT9qMshhl2MSO6DugXUuxIe2FZyrVLp3i05uQ0sAxaSLKSwiL0wwZz6SzYH/znkpPcbcJ/R3lFRDLMST2L9088786UQtHHxeyBo9qiiUjqnOVSya7Im5ufKmKk0NMnMA9iieEXamc99mQmlTWLnpry/ibzBSs2LsqN8O7uCUN2Po5zkVQPyta5WL5ulSolNSoczjEEU5onueo4ApV1Mh7jEc84VlraDPtTrv/TNWWlOYA35b28AH7WZWS</latexit>

V head

Previous k-step Experiences

Prompt

(a) World Model Pretraining (b) In-Context Policy Pretraining (c) Online Testing

Env

Query

<latexit sha1_base64="4Vd/TfZZCUpeyYSe4496G+xFIOw=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwY0mKVJcFNy5cVLAPqKUk02kNzYvJRCihO3/ArX6Y+Af6F94ZU1CL6IQkZ849587ce93Y9xJpWa8FY2l5ZXWtuF7a2Nza3inv7rWTKBWMt1jkR6LrOgn3vZC3pCd93o0FdwLX5x13cqHinXsuEi8Kb+Q05v3AGYfeyGOOJKqTDDJ5MpkNyhWraullLgI7BxXkqxmVX3CLISIwpAjAEUIS9uEgoacHGxZi4vrIiBOEPB3nmKFE3pRUnBQOsRP6jmnXy9mQ9ipnot2MTvHpFeQ0cUSeiHSCsDrN1PFUZ1bsb7kznVPdbUp/N88VECtxR+xfvrnyvz5Vi8QI57oGj2qKNaOqY3mWVHdF3dz8UpWkDDFxCg8pLggz7Zz32dSeRNeueuvo+JtWKlbtWa5N8a5uSQO2f45zEbRrVbterV+fVhq1fNRFHOAQxzTPMzRwiSZauspHPOHZuDKEMTWyT6lRyD37+LaMhw/0sJIS</latexit>st→k
<latexit sha1_base64="WkWJIcryN/Dtl6hTYIamJPckW54=">AAAB7nicbVDLSgNBEOz1GeMr0aOXxSDEg2E3h+gx4MVjBPOAZAmzk9lk2NnZZaZXCEu+Qbx4UMSr3+EnePNDvDt5HDSxoKGo6qa7y08E1+g4X9ba+sbm1nZuJ7+7t39wWCgetXScKsqaNBax6vhEM8ElayJHwTqJYiTyBWv74fXUb98zpXks73CcMC8iQ8kDTgkaqU36GV6Ek36h5FScGexV4i5IqV4sf3889M4b/cJnbxDTNGISqSBad10nQS8jCjkVbJLvpZolhIZkyLqGShIx7WWzcyf2mVEGdhArUxLtmfp7IiOR1uPIN50RwZFe9qbif143xeDKy7hMUmSSzhcFqbAxtqe/2wOuGEUxNoRQxc2tNh0RRSiahPImBHf55VXSqlbcWqV2a9Kowhw5OIFTKIMLl1CHG2hAEyiE8AjP8GIl1pP1ar3NW9esxcwx/IH1/gOpLJK/</latexit>at→k

<latexit sha1_base64="IgIvmpoJHLRJ1J/sZEsK6HOBoOo=">AAAB7nicbVDLSgNBEOz1GeMr0aOXxSDEg2E3h+gx4MVjBPOAZAmzk9lk2NnZZaZXCEu+Qbx4UMSr3+EnePNDvDt5HDSxoKGo6qa7y08E1+g4X9ba+sbm1nZuJ7+7t39wWCgetXScKsqaNBax6vhEM8ElayJHwTqJYiTyBWv74fXUb98zpXks73CcMC8iQ8kDTgkaqa36GV6Ek36h5FScGexV4i5IqV4sf3889M4b/cJnbxDTNGISqSBad10nQS8jCjkVbJLvpZolhIZkyLqGShIx7WWzcyf2mVEGdhArUxLtmfp7IiOR1uPIN50RwZFe9qbif143xeDKy7hMUmSSzhcFqbAxtqe/2wOuGEUxNoRQxc2tNh0RRSiahPImBHf55VXSqlbcWqV2a9Kowhw5OIFTKIMLl1CHG2hAEyiE8AjP8GIl1pP1ar3NW9esxcwx/IH1/gPDVpLQ</latexit>rt→k
<latexit sha1_base64="+n4nDHswVSgpanf5mrzEB4AxIls=">AAAB7nicbVDLSgNBEOz1GeMr0aOXwSDEg2E3h+gx4MVjBPOAZAmzk0kyZHZ2mekVwpJvEC8eFPHqd/gJ3vwQ704eB00saCiquunuCmIpDLrul7O2vrG5tZ3Zye7u7R8c5vJHDRMlmvE6i2SkWwE1XArF6yhQ8lasOQ0DyZvB6HrqN++5NiJSdziOuR/SgRJ9wShaqam7KV54k26u4JbcGcgq8RakUM0Xvz8eOue1bu6z04tYEnKFTFJj2p4bo59SjYJJPsl2EsNjykZ0wNuWKhpy46ezcyfkzCo90o+0LYVkpv6eSGlozDgMbGdIcWiWvan4n9dOsH/lp0LFCXLF5ov6iSQYkenvpCc0ZyjHllCmhb2VsCHVlKFNKGtD8JZfXiWNcsmrlCq3No0yzJGBEziFInhwCVW4gRrUgcEIHuEZXpzYeXJenbd565qzmDmGP3DefwBrNJKW</latexit>rt→1

<latexit sha1_base64="HsAFo99QSO6k629L5qrC8+HLi6s=">AAAB7nicbVDLSgNBEOz1GeMr0aOXwSDEg2E3h+gx4MVjBPOAZAmzk0kyZHZ2mekVwpJvEC8eFPHqd/gJ3vwQ704eB00saCiquunuCmIpDLrul7O2vrG5tZ3Zye7u7R8c5vJHDRMlmvE6i2SkWwE1XArF6yhQ8lasOQ0DyZvB6HrqN++5NiJSdziOuR/SgRJ9wShaqUm7KV54k26u4JbcGcgq8RakUM0Xvz8eOue1bu6z04tYEnKFTFJj2p4bo59SjYJJPsl2EsNjykZ0wNuWKhpy46ezcyfkzCo90o+0LYVkpv6eSGlozDgMbGdIcWiWvan4n9dOsH/lp0LFCXLF5ov6iSQYkenvpCc0ZyjHllCmhb2VsCHVlKFNKGtD8JZfXiWNcsmrlCq3No0yzJGBEziFInhwCVW4gRrUgcEIHuEZXpzYeXJenbd565qzmDmGP3DefwBRCpKF</latexit>at→1
<latexit sha1_base64="MQx0iT5azvFb1gy+I2sa/zQSFRA=">AAAB7nicbVDLSgNBEOz1GeMr0aOXwSDEg2E3h+gx4MVjBPOAZAmzk0kyZHZ2mekVwpJvEC8eFPHqd/gJ3vwQ704eB00saCiquunuCmIpDLrul7O2vrG5tZ3Zye7u7R8c5vJHDRMlmvE6i2SkWwE1XArF6yhQ8lasOQ0DyZvB6HrqN++5NiJSdziOuR/SgRJ9wShaqWm6KV54k26u4JbcGcgq8RakUM0Xvz8eOue1bu6z04tYEnKFTFJj2p4bo59SjYJJPsl2EsNjykZ0wNuWKhpy46ezcyfkzCo90o+0LYVkpv6eSGlozDgMbGdIcWiWvan4n9dOsH/lp0LFCXLF5ov6iSQYkenvpCc0ZyjHllCmhb2VsCHVlKFNKGtD8JZfXiWNcsmrlCq3No0yzJGBEziFInhwCVW4gRrUgcEIHuEZXpzYeXJenbd565qzmDmGP3DefwBsvpKX</latexit>st→1

<latexit sha1_base64="ASo2YU9mxApwce1Es7tiBm7tNlo=">AAAC43icjVHLSgMxFD2Or1pfVZeCDBbBhZRpEXVZKILLCtYWbJGZNNrgdDJkMqKU7ty5E7f+gFv9F/EP9C+8iSP4QDTDJCfn3nOSmxvEoUi05z2POKNj4xOTuan89Mzs3HxhYfEwkalivMFkKFUr8BMeiog3tNAhb8WK+/0g5M3grGbizXOuEiGjA30Z807fP43EiWC+Juq4sNLW/EIPajIyq7sbMdnlaui2N9x23BPHhaJX8uxwf4JyBorIRl0WntBGFxIMKfrgiKAJh/CR0HeEMjzExHUwIE4REjbOMUSetCllccrwiT2j+ZR2Rxkb0d54JlbN6JSQfkVKF2ukkZSnCJvTXBtPrbNhf/MeWE9zt0tag8yrT6xGj9i/dB+Z/9WZWjROsGNrEFRTbBlTHctcUvsq5ubup6o0OcTEGdyluCLMrPLjnV2rSWzt5m19G3+xmYY1e5blpng1t6QGl7+38yc4rJTKW6Wt/c1itZK1OodlrGKd+rmNKvZQR4O8r3CPBzw63Ll2bpzb91RnJNMs4ctw7t4Aly6blg==</latexit>

Context Encoderω
<latexit sha1_base64="ASo2YU9mxApwce1Es7tiBm7tNlo=">AAAC43icjVHLSgMxFD2Or1pfVZeCDBbBhZRpEXVZKILLCtYWbJGZNNrgdDJkMqKU7ty5E7f+gFv9F/EP9C+8iSP4QDTDJCfn3nOSmxvEoUi05z2POKNj4xOTuan89Mzs3HxhYfEwkalivMFkKFUr8BMeiog3tNAhb8WK+/0g5M3grGbizXOuEiGjA30Z807fP43EiWC+Juq4sNLW/EIPajIyq7sbMdnlaui2N9x23BPHhaJX8uxwf4JyBorIRl0WntBGFxIMKfrgiKAJh/CR0HeEMjzExHUwIE4REjbOMUSetCllccrwiT2j+ZR2Rxkb0d54JlbN6JSQfkVKF2ukkZSnCJvTXBtPrbNhf/MeWE9zt0tag8yrT6xGj9i/dB+Z/9WZWjROsGNrEFRTbBlTHctcUvsq5ubup6o0OcTEGdyluCLMrPLjnV2rSWzt5m19G3+xmYY1e5blpng1t6QGl7+38yc4rJTKW6Wt/c1itZK1OodlrGKd+rmNKvZQR4O8r3CPBzw63Ll2bpzb91RnJNMs4ctw7t4Aly6blg==</latexit>

Context Encoderω

<latexit sha1_base64="ZDwc5IvPMNx4KkI7ulGQRoD9bFE=">AAAC5nicjVHLSgMxFD2Or/quunQzWgQXUqZF1KVgFy4VrBasSCZN2+C8yGTEUly7cydu/QG3+iniH+hfeBNHUItohpk5Ofeek9x7/SSQqfa8lyFneGR0bLwwMTk1PTM7V5xfOErjTHFR53EQq4bPUhHISNS11IFoJEqw0A/EsX++a+LHF0KlMo4OdS8RpyHrRLItOdNEnRWXm1pc6n6tF7FQcrcmeNwS6sptrrvNC6aSrjwrlryyZ5c7CCo5KCFf+3HxGU20EIMjQwiBCJpwAIaUnhNU4CEh7hR94hQhaeMCV5gkbUZZgjIYsef07dDuJGcj2hvP1Ko5nRLQq0jpYpU0MeUpwuY018Yz62zY37z71tPcrUd/P/cKidXoEvuX7jPzvzpTi0Yb27YGSTUlljHV8dwls10xN3e/VKXJISHO4BbFFWFulZ99dq0mtbWb3jIbf7WZhjV7nudmeDO3pAFXfo5zEBxVy5XN8ubBRmmnmo+6gCWsYI3muYUd7GEfdfK+xgMe8eR0nRvn1rn7SHWGcs0ivi3n/h3TT5zT</latexit>

Dynamic Decoderω
<latexit sha1_base64="ZDwc5IvPMNx4KkI7ulGQRoD9bFE=">AAAC5nicjVHLSgMxFD2Or/quunQzWgQXUqZF1KVgFy4VrBasSCZN2+C8yGTEUly7cydu/QG3+iniH+hfeBNHUItohpk5Ofeek9x7/SSQqfa8lyFneGR0bLwwMTk1PTM7V5xfOErjTHFR53EQq4bPUhHISNS11IFoJEqw0A/EsX++a+LHF0KlMo4OdS8RpyHrRLItOdNEnRWXm1pc6n6tF7FQcrcmeNwS6sptrrvNC6aSrjwrlryyZ5c7CCo5KCFf+3HxGU20EIMjQwiBCJpwAIaUnhNU4CEh7hR94hQhaeMCV5gkbUZZgjIYsef07dDuJGcj2hvP1Ko5nRLQq0jpYpU0MeUpwuY018Yz62zY37z71tPcrUd/P/cKidXoEvuX7jPzvzpTi0Yb27YGSTUlljHV8dwls10xN3e/VKXJISHO4BbFFWFulZ99dq0mtbWb3jIbf7WZhjV7nudmeDO3pAFXfo5zEBxVy5XN8ubBRmmnmo+6gCWsYI3muYUd7GEfdfK+xgMe8eR0nRvn1rn7SHWGcs0ivi3n/h3TT5zT</latexit>

Dynamic Decoderω

<latexit sha1_base64="ao+DwV1LNtFTiQzDkMOvBDogEog=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVdIi1WXBjSupYB/SlpJMp21oXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZK6tr6xv5zcLW9s7uXnH/oBWHiWC8yUIvFB3HjrnnBrwpXenxTiS47TsebzvTSxVv33MRu2FwK2cR7/v2OHBHLrMlUXe9iS1TMR/IQbFklS29zGVQyUAJ2WqExRf0MEQIhgQ+OAJIwh5sxPR0UYGFiLg+UuIEIVfHOeYokDahLE4ZNrFT+o5p183YgPbKM9ZqRqd49ApSmjghTUh5grA6zdTxRDsr9jfvVHuqu83o72RePrESE2L/0i0y/6tTtUiMcKFrcKmmSDOqOpa5JLor6ubml6okOUTEKTykuCDMtHLRZ1NrYl276q2t4286U7Fqz7LcBO/qljTgys9xLoNWtVyplWs3Z6V6NRt1Hkc4xinN8xx1XKGBJnn7eMQTno1rQxqpMf9MNXKZ5hDflvHwAaa6kyY=</latexit>

r̂t
<latexit sha1_base64="ao+DwV1LNtFTiQzDkMOvBDogEog=">AAACzHicjVHLSsNAFD2Nr1pfVZdugkVwVdIi1WXBjSupYB/SlpJMp21oXkwmQgnd+gNu9bvEP9C/8M6YglpEJyQ5c+49Z+be60SeG0vLes0ZK6tr6xv5zcLW9s7uXnH/oBWHiWC8yUIvFB3HjrnnBrwpXenxTiS47TsebzvTSxVv33MRu2FwK2cR7/v2OHBHLrMlUXe9iS1TMR/IQbFklS29zGVQyUAJ2WqExRf0MEQIhgQ+OAJIwh5sxPR0UYGFiLg+UuIEIVfHOeYokDahLE4ZNrFT+o5p183YgPbKM9ZqRqd49ApSmjghTUh5grA6zdTxRDsr9jfvVHuqu83o72RePrESE2L/0i0y/6tTtUiMcKFrcKmmSDOqOpa5JLor6ubml6okOUTEKTykuCDMtHLRZ1NrYl276q2t4286U7Fqz7LcBO/qljTgys9xLoNWtVyplWs3Z6V6NRt1Hkc4xinN8xx1XKGBJnn7eMQTno1rQxqpMf9MNXKZ5hDflvHwAaa6kyY=</latexit>

r̂t

<latexit sha1_base64="Y5vX7ZcjOTUAUzJpS/eoiB70CNY=">AAAC0HicjVHLSsNAFD2Nr1pfVZdugkUQhJIUqS4LblxWsQ9oS0nSaRuaJjEzEUso4tYfcKtfJf6B/oV3xhTUIjohyZlz7zkz91479FwuDOM1oy0sLi2vZFdza+sbm1v57Z06D+LIYTUn8IKoaVucea7PasIVHmuGEbPGtsca9uhMxhs3LOJu4F+JScg6Y2vgu33XsQRRnfbQEgmfdhNxZE67+YJRNNTS54GZggLSVQ3yL2ijhwAOYozB4EMQ9mCB09OCCQMhcR0kxEWEXBVnmCJH2piyGGVYxI7oO6BdK2V92ktPrtQOneLRG5FSxwFpAsqLCMvTdBWPlbNkf/NOlKe824T+duo1JlZgSOxfulnmf3WyFoE+TlUNLtUUKkZW56QuseqKvLn+pSpBDiFxEvcoHhF2lHLWZ11puKpd9tZS8TeVKVm5d9LcGO/yljRg8+c450G9VDTLxfLFcaFSSkedxR72cUjzPEEF56iiRt7XeMQTnrVL7Va70+4/U7VMqtnFt6U9fAB5gJSj</latexit>
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Figure 1: The overview of S-ICQL. (a) We pretrain a generalized world model to accurately capture
task-relevant information from the multi-task offline dataset as in Eq. (3), and use the context encoder
to transform a small number of raw transitions into a precise and lightweight prompt β as in Eq. (1).
(b) We design a prompt-based multi-head transformer model that simultaneously predicts the optimal
policy πθ(a|s;β), the state value function Vθ(s;β), and Q-function Qθ(s, a;β) using separate heads,
given the task prompt β and corresponding query inputs (s or s, a). We learn Vθ by expectile
regression as in Eq. (5), and use it to compute Bellman backups for training Qθ as in Eq. (4). The
in-context value functions are distilled into policy extraction using advantage-weighted regression as
in Eq. (6). (c) Online testing by interacting with the environment. The prompt is initially empty and
gradually constructed from history interactions using the pretrained context encoder.

we pretrain a generalized world model to acquire task-relevant information from the multi-task offline
dataset. The world model contains a context encoder Eϕ that abstracts recent k-step experiences
ηit = (st−k, at−k, rt−k, ..., st−1, at−1, rt−1, st, at)

i into a task representation as zit =Eϕ(η
i
t), and

a dynamics decoder Dφ that predict the instant reward and next state conditioned on the task
representation as [r̂t, ŝt+1] =Dφ(st, at; z

i
t). Then, for training the in-context policy, we sample

a short h-step trajectory randomly from dataset Di, and use the pretrained Eϕ to transform raw
transitions in this trajectory into compact task representations as

βi := [zi1, z
i
2, ..., z

i
h] =

[
Eϕ(η

i
1), Eϕ(η

i
2), ..., Eϕ(η

i
h)
]
, ∀ task i. (1)

Then, we construct a lightweight prompt β using the h-step task representation for fast and precise
in-context inference, as opposed to AD algorithms that can require long training histories as context.
Sec. 3.3 presents the world model and its pretraining process in detail.

Dynamic Programming. Classical RL algorithms learn a value function to backpropagate expected
returns using dynamic programming updates, showcasing high stitching capacity that allows for not
only imitating collected data but also achieving substantial improvement beyond it (Sutton et al.,
1998). Inspired by this, we harness the stitching property to offer a promising avenue for unleashing
ICRL’s potential toward explicit reward maximization. Following common practice in advanced
offline RL algorithms (Kostrikov et al., 2022; Snell et al., 2023), we learn both a state value function
V and an action value function Q. As shown in Figure 1-(b), we design a prompt-based multi-head
transformer architecture to simultaneously predict the optimal and value functions. Let θ denote
parameters of the integrated transformer model. The model outputs the policy πθ(a|s;β), the state
value Vθ(s;β), and the action value Qθ(s, a;β) using three separate heads, given the task prompt β
and corresponding query inputs (s or s, a). Sec. 3.4 presents the detailed learning process.

This flexible design maintains two appealing properties. One is parameter efficiency. Our model
only introduces two additional lightweight heads compared to traditional ICRL methods such as DPT,
and the resulting increase in parameters is negligible relative to the foundational transformer backbone.
Another is model scalability. Our central component remains an end-to-end causal transformer
architecture that holds the promise for training RL models at scale. We learn the in-context policy by
advantage-weighted regression, a supervised learning style with a simple and convergent maximum
likelihood loss (refer to Eq. (6)). It ensures that our method preserves the scalability and stability
inherent to the supervised pretraining paradigm. Moreover, we train the whole multi-head transformer
policy end-to-end (refer to Sec. 3.5), releasing the transformer’s scalability with a simplified pipeline.
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3.3 WORLD MODEL PRETRAINING FOR PROMPT CONSTRUCTION

The environment dynamics, i.e., the reward and state transition functions p(s′, r|s, a), can share some
common structure across the task distribution. For each task M i, we approximate its dynamics by a
generalized world model P that is shared across tasks, defined as

Pi(rt, st+1|st, at) ≈ P (rt, st+1|st, at; zit), ∀ task i. (2)
As the true task identity is unknown, we infer task representation zit from the agent’s k-step experience
within task M i as ηit = (st−k, at−k, rt−k, ..., st−1, at−1, rt−1, st, at)

i. The intuition is that the
true task belief can be inferred from the agent’s history interactions, similar to recent meta-RL
studies (Zintgraf et al., 2021; Ni et al., 2023). We use a context encoder Eϕ to abstract recent k-step
experiences into a task representation as zit=Eϕ(η

i
t), which is augmented into the input of a dynamics

decoder Dφ to predict the instant reward and next state as [r̂t, ŝt+1]=Dφ(st, at; z
i
t). Based on the

assumption that tasks with similar contexts will behave similarly (Lee et al., 2020), our generalized
world model can extrapolate meta-level knowledge across tasks by precisely capturing task-relevant
information. The context encoder and dynamics decoder are jointly trained by minimizing the reward
and state transition prediction error as

L(ϕ, φ) = Eηi
t∼Mi

[
∥[rt, st+1]−Dφ(st, at; z

i
t)∥22 | zit = Eϕ(η

i
t)
]
, ∀ task i. (3)

After proper pretraining, we freeze the generalized world model for prompt construction in Eq. (1).

3.4 IN-CONTEXT Q-LEARNING

In-Context Value Functions. The Q-function is trained to minimize the Bellman error as

LQ(θ) = E(sit,a
i
t,s

i
t+1)∼Di

[(
r(sit, a

i
t) + γVθ

(
sit+1;β

i
)
−Qθ(s

i
t, a

i
t;β

i)
)2]

, ∀ task i. (4)

The in-context state value function Vθ aims to fit an upper-expectile of the Q-function, and is trained
to minimize an expectile regression loss as

LV (θ) = E(sit,a
i
t)∼Di

[
Lω
2

(
Qθ̂(s

i
t, a

i
t;β

i)− Vθ(s
i
t;β

i)
)]

, ∀ task i, (5)

where Lω
2 (u) = |ω − 1(u < 0)| · u2 is an asymmetric loss function with a expectile parameter

ω ∈ (0.5, 1). This form of expectile regression reduces the influence of Q< V predictions by a
factor of 1−ω while assigning more importance to Q>V predictions by a factor of ω. In this way,
we predict an upper-expectile of the temporal-difference target that approximates the maximum of
r(sit, a

i
t) + γQθ̂

(
sit+1, a

i
t+1;β

i
)

over actions ait+1 constrained to the dataset actions. More details
can be found in Implicit Q-Learning (Kostrikov et al., 2022).

In-Context Policy Extraction. The value function learning procedure allows for stitching suboptimal
trajectories to discover globally optimal behaviors. Then, we distill the in-context value functions
into policy extraction with advantage-weighted regression (Peng et al., 2019), a supervised learning
style that uses a simple and convergent maximum likelihood loss function as

Lπ(θ) = −E(sit,a
i
t)∼Di

[
exp

(
1

λ

(
Qθ̂(s

i
t, a

i
t;β

i)− Vθ(s
i
t;β

i)
))
·log πθ(a

i
t | sit;βi)

]
, ∀ task i, (6)

where λ>0 is a temperature parameter. Using weights from in-context value functions, the objective
is not merely to clone behaviors from the dataset but to learn policies that maximize Q-values under a
distribution constraint from dataset actions. This formulation aims to select and stitch optimal actions
in the dataset while retaining the scalability and stability of the supervised pretraining paradigm.

3.5 OVERALL OPTIMIZATION

To unify policy learning and value updating within a single architecture, the transformer backbone
and its three specific heads are jointly optimized. This joint training objective combines supervised
training with dynamic programming updates, allowing the model to simultaneously learn in-context
policies and value functions while retaining scalability and stability. The overall loss is defined as

L(θ) = c1 Lπ(θ) + c2 LQ(θ) + c3 LV (θ), (7)
where we set coefficients (c1, c2, c3) to a balanced ratio of (1 : 1 : 1) in all experiments. A detailed
analysis of how different coefficient choices affect performance is provided in Appendix H. This
design ensures that S-ICQL integrates lightweight prompt construction with a unified optimization
pipeline, achieving efficient reward maximization and robust generalization across tasks.
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Figure 2: Few-shot evaluation return curves of S-ICQL and baselines on Mixed datasets.

4 EXPERIMENTS

We comprehensively evaluate the in-context learning capacity of S-ICQL on popular benchmarking
domains across different dataset types. In general, we aim to answer the following questions:

• Can S-ICQL consistently outperform other strong baselines on unseen tasks? (Sec. 4.1)

• How do the prompt construction via world modeling and the reward maximization via dynamic
programming affect the in-context learning performance, respectively? (Sec. 4.2)

• Can S-ICQL also achieve well performance for out-of-distribution (OOD) tasks? (Sec. 4.3)

• Does S-ICQL really have the stitching capacity to find globally optimal policy? (Sec. 4.4)

• Is S-ICQL robust to the quality of offline datasets and hyperparameters? (Sec. 4.5 and Appendix G)

• Can S-ICQL encode task-relevant information for efficient prompt construction? (Sec. 4.6)

• Does S-ICQL maintain strong performance on more complex and diverse environments? (Sec. 4.7)

Environments. We conduct experiments on three challenging benchmarks commonly used for
evaluating ICRL algorithms: (i) DarkRoom Laskin et al. (2023), a 2D discrete environment where the
agent must locate an unknown goal. (ii) MuJoCo Todorov et al. (2012), a standard testbed including
tasks with varying reward functions and transition dynamics. (iii) Meta-World ML1 Yu et al. (2020),
a robotic benchmark with 50 manipulation tasks. Tasks are randomly sampled and split into training
sets M train and test sets M test. Further environment details are provided in Appendix C.

Pretraining Datasets. For DarkRoom, suboptimal datasets are generated using a noisy action
selection strategy by combining optimal and random policies. For MuJoCo and Meta-World, datasets
are collected using a single task RL policy for each task. We construct two qualities of offline datasets:
Mixed and Medium. More details on dataset construction are provided in Appendix D.

Baselines. We compare to six competitive ICRL approaches and one offline meta-RL method,
including: 1) IC-IQL (Tarasov et al., 2025), 2) DIT (Dong et al., 2025), 3) DICP (Son et al.,
2025), 4) IDT (Huang et al., 2024), 5) AD (Laskin et al., 2023), 6) DPT (Lee et al., 2023), and 7)
UNICORN (Li et al., 2024b). Details about these baselines are provided in Appendix E.

To ensure a fair comparison, we conduct a few-shot evaluation for all methods. During testing, each
policy directly interacts with the environment for a few episodes using fixed parameters, conditioned
on a prompt sampled from past interactions. Results are reported as the mean of 10 trials with 95%
bootstrapped confidence intervals, and standard errors are also provided.
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Table 1: Few-shot evaluation returns of S-ICQL and baselines on Mixed datasets, i.e., numerical
results of converged performance from Figure 2.

Methods Darkroom Push Reach Cheetah-Vel Walker-Param Ant-Dir
UNICORN / 127.69± 44.04 646.52± 13.60 -55.29± 7.90 232.23± 21.73 416.35± 18.29

DPT 22.12± 1.09 362.74± 1.91 736.72± 39.42 -78.35± 4.50 257.11± 16.36 591.31± 45.54

AD 42.72± 2.14 604.50± 15.52 738.96± 39.38 -67.37± 3.53 424.82± 19.23 215.01± 46.61

IDT 40.70± 1.44 621.58± 11.16 790.68± 13.01 -59.46± 3.10 343.01± 7.95 631.83± 35.29

DICP 59.76± 2.80 487.28± 66.33 706.46± 14.32 -66.53± 2.58 403.90± 8.09 745.05± 24.12

DIT 30.90± 1.96 633.58± 39.22 758.92± 19.13 -74.50± 3.24 253.94± 9.04 723.49± 27.36

IC-IQL 60.12± 1.33 646.08± 30.34 773.33± 11.79 -56.53± 1.98 391.38± 13.97 713.26± 27.23

S-ICQL 66.05± 2.37 653.04± 31.22 806.97± 6.35 -35.48± 1.33 466.72± 24.06 813.34± 14.12

Table 2: Offline evaluation returns of S-ICQL and baselines on Mixed datasets.

Methods Darkroom Push Reach Cheetah-Vel Walker-Param Ant-Dir
DPT 29.02±9.98 410.16±107.03 783.49±22.13 -65.92±46.74 221.84±103.76 667.34±243.76

DIT 41.82±13.22 495.41±136.70 805.57±13.10 -61.11±35.96 259.07±69.15 744.24±144.69

S-ICQL 76.63±19.03 575.07±118.30 818.04±8.66 -37.87±10.76 414.65±120.22 835.98±117.25

4.1 MAIN RESULTS

The baselines typically work under the few-shot setting, since they rely on task prompts or warm-start
data to infer task representations. We evaluate S-ICQL against these baselines in an aligned few-shot
setting, where all methods utilize the same number of interaction trajectories for task inference.
Figure 2 illustrates the evaluation return curves across various environments using Mixed datasets,
and Table 1 summarizes the numerical results of converged performance. Across environments with
varying reward functions and transition dynamics, S-ICQL consistently demonstrates superior data
efficiency and higher asymptotic performance. In more complex environments such as Ant-Dir and
HalfCheetah-Vel, the advantage of S-ICQL is more pronounced, highlighting its promising in-context
learning abilities on challenging tasks. Moreover, S-ICQL generally exhibits lower variance during
the testing phase, indicating both improved data efficiency and better training stability. Notably,
DPT yields suboptimal performance across most environments, underscoring the critical role of
incorporating fundamental reward maximization into our framework. The significant improvement
over DIT and IC-IQL also verifies that our method can provide a more efficient way for policy
extraction with advantage-weighted regression or incorporating Q-learning objectives.

We also conduct an offline evaluation to assess the robustness of S-ICQL on trajectories collected by
external behavior policies. Specifically, we use trajectories generated by non–S-ICQL policies and
construct offline test sets by randomly sampling ten trajectories per task. We then evaluate DPT-style
baselines on the same sampled trajectories to ensure a fair comparison. As shown in Table 2, S-ICQL
maintains strong performance in the offline setting, indicating that its advantages persist even when
interaction is restricted and evaluation relies solely on externally collected data.

4.2 ABLATION STUDY

Table 3: Few-shot converged returns of S-ICQL
and its ablations on Mixed datasets.

Ablation Reach Cheetah-Vel Ant-Dir
w/o_cq 736.72 ± 39.42 -78.35 ± 4.50 591.31 ± 45.54

w/o_c 792.09 ± 6.66 -56.19 ± 1.94 693.87 ± 30.41

w/o_q 752.41 ± 24.15 -63.66 ± 8.26 784.07 ± 24.88

S-ICQL 806.97 ± 6.35 -35.48 ± 1.33 813.34 ± 14.12

To assess the respective contribution of each
component, we compare S-ICQL with three ab-
lations: (i) w/o_c, which removes the world
modeling component and directly uses a trajec-
tory of raw transitions to construct prompts; (ii)
w/o_q, which removes the Q-learning compo-
nent and learn in-context policies in a pure su-
pervised paradigm; and (iii) w/o_cq, which
removes both world modeling and Q-learning,
reducing the model to the original DPT. In all
ablations, the remaining structural components are kept identical to those in the full S-ICQL.
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Table 4: Few-shot evaluation returns of S-ICQL and baselines for OOD tasks on Mixed datasets, i.e.,
numerical results of converged performance from Figure 4.

Method UNICORN DPT AD IDT DICP DIT IC-IQL S-ICQL
Cheetah-Vel -258.39± 43.67 -137.26 ± 16.28 -112.54± 31.92 -103.25± 1.74 -116.53± 2.66 -113.18± 2.33 -101.89± 3.50 -83.45± 2.58

Ant-Dir 367.46± 15.43 205.29 ± 40.00 158.78± 5.17 519.80 ± 67.70 579.61± 51.25 454.29± 38.93 540.20 ± 47.22 664.95± 28.95

Figure 3 shows the few-shot evaluation return curves of S-ICQL and its ablations on Mixed datasets
across representative environments. Table 3 summarizes the numerical results of converged perfor-
mance. First, ablating the world model causes a notable performance drop, especially in complex
tasks like Ant-Dir, emphasizing its importance for precise in-context inference. Second, removing
Q-learning reduces performance, underscoring its role in refining policies using suboptimal data. Inte-
grating Q-learning enables S-ICQL to improve policies from noisy or inferior trajectories, enhancing
its stitching ability to maximize rewards. Finally, removing both components results in the greatest
decline, reducing the model to simple behavioral cloning that fails to generalize in complex tasks.
Overall, the ablation results validate S-ICQL’s effectiveness in harnessing both world modeling and
Q-learning for efficient reward maximization and generalization across tasks.
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Figure 3: Few-shot evaluation return curves of S-ICQL and its ablations on Mixed datasets. w/o_c
removes world modeling, w/o_q removes Q-learning, and w/o_cq removes both components.

4.3 GENERALIZATION TO OUT-OF-DISTRIBUTION (OOD) TASKS
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Figure 4: Few-shot evaluation curves of S-ICQL
and baselines for OOD tasks on Mixed datasets.

Acknowledging the importance of evaluating
ICRL algorithms under distribution shifts, we
test S-ICQL against all baselines on OOD tasks
across representative environments. The target
velocities for Cheetah-Vel range from [0.1, 3.0],
and the target directions for Ant-Dir range from
[0, 2π]. We split tasks by target values to con-
struct an OOD setting. The model is trained
on tasks with a lower range of target veloc-
ities/directions and tested on the remaining
higher range, ensuring that training and testing
tasks come from different distributions. This
setup allows us to assess S-ICQL’s ability to
generalize beyond the set of training tasks. As shown in Figure 4 and Table 4, S-ICQL consistently
outperforms baselines on OOD tasks. We extrapolate the meta-level knowledge across tasks by the
extrapolation ability of the world model, which is more accurate and robust since the world model
is intrinsically invariant to behavior policies or collected datasets. The world model shares some
common structure across the task distribution (even for OOD tasks), e.g., the kinematics principle or
locomotion skills. Hence, the extrapolation of the world model also works for OOD test tasks in this
case. This observation is also consistent with the visualization results in Sec. 4.6.

4.4 STITCHING CAPABILITY
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Figure 6: Few-shot evaluation return curves of S-ICQL and baselines on Medium datasets.
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Figure 5: Comparison of best dataset returns with
DPT, w/o_q, and S-ICQL on training tasks.

We conducted an in-depth analysis to examine
whether S-ICQL truly exhibits stitching capa-
bility. Specifically, we pretrained the model
on offline datasets containing only suboptimal
trajectories and evaluated it on the correspond-
ing training tasks. Figure 5 compares the best
returns in the offline datasets (OPT) with the
performance of DPT, w/o_q (S-ICQL without
Q-learning), and S-ICQL, including both eval-
uation curves and final returns. As w/o_q and
DPT follow the supervised pretraining paradigm,
their performance never exceeds the dataset best,
underscoring the limitations of purely super-
vised methods. In contrast, S-ICQL achieves
performance exceeding the best in-dataset re-
turn on training tasks, providing strong evidence
of genuine stitching by composing suboptimal trajectory segments into globally superior policies.

4.5 ROBUSTNESS TO THE QUALITY OF OFFLINE DATASETS

Table 5: Few-shot converged results of S-ICQL
and baselines on Medium datasets.

Methods Reach Cheetah-Vel Ant-Dir
UNICORN 366.53± 1.98 -103.23± 19.35 331.23± 25.75

DPT 714.70± 32.51 -161.88± 12.61 73.72± 34.71

AD 626.24± 19.08 -77.30± 2.06 183.51± 11.82

IDT 604.49± 3.54 -103.23± 19.35 305.50± 30.20

DICP 719.54± 10.20 -80.34± 5.82 416.58± 16.80

DIT 709.07± 33.65 -82.61± 3.15 169.22± 5.18

IC-IQL 726.68± 15.61 -74.88± 2.78 500.20± 31.49

S-ICQL 743.72± 22.15 -58.48± 2.32 600.18± 21.46

To evaluate S-ICQL’s robustness to data quality,
we conduct experiments on Medium datasets
containing only suboptimal data. As shown in
Figure 6 and Table 5, S-ICQL outperforms all
baselines, particularly in complex environments
like Cheetah-Vel and Ant-Dir, showing its su-
periority when learning from suboptimal data.
Notably, many baselines converge to suboptimal
policies using imperfect data, especially for pure
imitation learning methods like DPT. This again
highlights our advantage of using Q-learning
to not only simply imitate collected data, but
also to combine parts of suboptimal trajectories
for finding globally optimal behaviors. These
results, along with those in Sec. 4.1, confirm the robustness of our method to varying dataset quality.

4.6 VISUALIZATION INSIGHTS

We gain deep insights into the prompt construction process through t-SNE visualization on Cheetah-
Vel and Ant-Dir tasks, as shown in Figure 8. We use a continuous color spectrum to indicate
task similarity. For each task, we randomly sample 200 transitions and encode them into task
representations using the pretrained world model. The initially entangled transitions are transformed
into well-separated clusters in the prompt space, where points from different tasks are clearly
distinguished and similar tasks are grouped more closely. Further, representations of Cheetah-Vel
form a clear rectilinear distribution from blue (low velocity) to red (high velocity), exactly aligning
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Figure 8: t-SNE visualization on Cheetah-Vel and Ant-Dir, where tasks differ in target velocities
of [0.1, 3.0] and target directions of [0, 2π]. Data representations of raw transitions (s, a, r, s′) and
precise prompts β from a distribution of tasks are mapped into rainbow-colored points.

with the rectilinear spectrum of target velocities in a physical sense. Similarly, representations of
Ant-Dir follow a cyclic spectrum that matches the periodicity of angular directions in a physical sense.
This finding highlights S-ICQL’s ability to harness world modeling to distill meaningful task-specific
information from raw transitions, enabling precise task inference to facilitate in-context learning.

4.7 ADDITIONAL RESULTS ON MORE COMPLEX ENVIRONMENT
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Figure 7: Few-shot evaluation return curves of all
methods on Mixed datasets for complex tasks.

To further assess the scalability and robustness
of S-ICQL in demanding scenarios, we extend
our empirical evaluation to two challenging envi-
ronments: (1) a sparse-reward, hard-exploration
task (PickPlace) and (2) a high-dimensional con-
trol task (Humanoid-Dir), further increasing the
diversity and difficulty of our evaluation. As
shown in Figure 7 and Table 6, S-ICQL consis-
tently outperforms all baselines, demonstrating
robustness and generalization in these environ-
ments. Notably, the performance gap becomes
even more pronounced in the high-dimensional
setting, highlighting the particular strength of
S-ICQL when dealing with large-scale problems, further underscoring its broader applicability.

Table 6: Few-shot converged returns of S-ICQL and baselines on Mixed datasets for complex tasks.

Method UNICORN DPT AD IDT DICP DIT IC-IQL S-ICQL
PickPlace 0.43± 0.00 234.78± 20.85 370.09± 33.45 390.62± 42.99 248.54± 48.20 295.61± 29.79 386.20± 47.55 425.30± 61.68

Humanoid-Dir 575.00± 22.62 509.99± 12.40 583.08± 29.64 615.17± 20.23 573.48± 21.18 630.06± 15.39 620.12± 17.17 728.63± 15.54

5 CONCLUSIONS, LIMITATIONS, AND FUTURE WORK

In the paper, we propose S-ICQL, an innovative framework that introduces dynamic programming
and world modeling to enable fundamental reward maximization and efficient task generalization in
ICRL. S-ICQL employs a multi-head transformer to jointly predict optimal policies and in-context
value functions, guided by a pretrained world model that encodes precise task-relevant information for
efficient prompt construction. Policy improvement is achieved by fitting in-context value functions
with expectile regression and extracting policies via advantage-weighted regression, enabling reward
maximization while preserving the scalability and stability of supervised pretraining. Extensive
evaluations verify the consistent superiority of S-ICQL over a range of competitive baselines.

Though, our prompt length matches the sampled transitions, which may be too long for long-horizon
interactive problems. Future work can explore using more compact task representations, e.g., encoding
an episode or a skill into a single token. Another promising step is to leverage natural language as a
higher-level task prompt for ICLR. We also plan to utilize the dynamics decoder at test time to detect
distributional shifts, facilitating adaptive learning through continual updates.
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A LIMITATIONS

Despite promising results, our approach has several limitations that warrant further investigation:

Prompt Length and Efficiency: Although the prompt length matches the sampled transitions, it may
not be compact enough for long-horizon tasks, where increased complexity can cause inefficiencies.
Future work should focus on condensing the prompt without losing key context.

Task Information Extraction: The current approach uses prompts equal in size to the sampled
transitions, which works for short tasks but may not scale well for more complex ones. Using compact
representations, like encoding episodes or skills into single tokens, could improve scalability.

Leveraging Natural Language for S-ICQL: A promising direction is using natural language as
a higher-level prompt for S-ICQL. Pretrained language models could enhance knowledge transfer,
improving generalization and adaptability, offering valuable opportunities for future research.

These limitations highlight critical areas for improvement, particularly in reducing prompt size and
enhancing scalability for long-horizon tasks, offering valuable avenues for future research.

B ALGORITHM PSEUDOCODES

Based on the implementations presented in Sec. 3, this section provides an overview of the procedural
steps of our method. Initially, Algorithm 1 outlines the pretraining process for the world model.
Subsequently, Algorithm 2 describes the pipeline for training and testing S-ICQL.

Algorithm 1: Pretraining the World Model

Input: Training tasks M train and corresponding offline datasets Dtrain; Context encoder
Eϕ;dynamics decoder decoder Dφ; Experience step k;

for each iteration do
Sample a task M i ∼M train and obtain the corresponding dataset Di from Dtrain

Sample a transition tuple (st, at, rt, st+1) with randomly selected t
Obtain its h-step history ηit = (st−k, at−k, rt−k, ..., st−1, at−1, rt−1, st, at)
Compute the context zit = Eϕ(η

i
t)

Compute the predicted reward and next state[r̂t, ŝt+1]=Dφ(st, at; z
i
t) Update Eϕ and Dφ

using the loss as L(ϕ, φ) = Eηi
t∼Mi

[
∥[rt, st+1]−Dφ(st, at; z

i
t)∥22 | zit = Eϕ(η

i
t)
]

C THE DETAILS OF ENVIRONMENTS

DarkRoom: The agent is randomly placed in a 10 ×10 grid room, and the goal occupies one of the
100 grid cells. Thus, there are 100 possible goals. The agent’s observation is its current grid cell, i.e.,
S = [10] × [10]. At each step, the agent selects one of five actions: move up, down, left, right, or
remain stationary. The agent receives a reward of 1 only upon reaching the goal and 0 otherwise. The
episode horizon for Dark Room is 100. Consistent with (Lee et al., 2023), we use 80 of the 100 goals
for pretraining and reserve the remaining 20 goals to test our model’s in-context RL capability on
unseen tasks.

MuJoCo: The multi-task MuJoCo control testbed is a classical benchmark commonly used in
continual RL, multi-task RL, and meta-RL. This testbed concludes two environments with reward
function changes and one environment with transition dynamics changes as

• Cheetah-Vel: A planar cheetah must run forward at a specified target velocity along the positive
x-axis. Each task is defined by a distinct reward function that penalizes the absolute deviation
between the cheetah’s instantaneous velocity and its goal velocity. Goal velocities are drawn
uniformly from [0.1, 3.0], yielding a suite of tasks with varying targets.

• Walker-Param: A planar walker robot needs to move forward as fast as possible. Tasks differ in
transition dynamics. For each task, the physical parameters of body mass, inertia, damping, and
friction are randomized. The reward function is proportional to the running velocity in the positive
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Algorithm 2: Scalable In-Context Q-Learning

Input: Training tasks M train and corresponding offline datasets Dtrain; Trained context encoder
Eϕ; Transformer model parameterized by θ; Prompt horizon h;

\\ Pretraining model
for each iteration do

Sample a task M i ∼M train and obtain the corresponding dataset Di from Dtrain

Sample
(
sit, a

i
t, s

i
t+1, r

i
t

)
and a h-step trajectory [s1, a1, r1, ..., sh, ah, rh]

i randomly from
dataset from Di.

Use the trained context encoder Eϕ to transform the h-step trajectory into lightweight prompt
βi := [z1, ..., zh]

i = Eϕ

(
[s1, a1, r1, ..., sh, ah, rh]

i
)

\\ In-context values learning
Update Vθ ← Vθ − ρ∇Vθ

LV (θ) using Eq. 5
Update Qθ ← Qθ − ρ∇Qθ

LQ(θ) using Eq. 4
Update θ̂ ← (1− α)θ̂ + αθ
\\ In-context policy extraction
Update πθ ← πθ − ρ∇πθ

Lπ(θ) using Eq. 6
\\ Online test-time deployment
Sample unknown task Ms ∼M test and initialize empty β = {}.
for each episode in max_eps do

Deploy πθ by choosing at ∼ πθ(· | st, βt) at step t.
Store (st, at, rt, st+1) and use trained context encoder Eϕ to transform the nearest h-step

interactions into lightweight prompt βt.

x-direction, which remains consistent for different tasks. The agent must therefore adapt its policy
to diverse dynamics to achieve optimal performance.

• Ant-Dir: A quadrupedal ant robot must move in a specified direction. Each task defines a distinct
target angle, and the reward is given by the cosine similarity between the agent’s velocity vector
and the unit vector in the target direction. Target directions are drawn uniformly from [0, 2π].

• Humanoid-Dir: A high-dimensional humanoid agent must move in a specified direction while
maintaining balance and coordinated whole-body control. Each task defines a target heading angle,
and the reward is computed as the cosine similarity between the agent’s velocity vector and the
unit vector of the target direction. Target directions are sampled uniformly from [0, 2π].

For all MuJoCo domains, we allocate 45 tasks for training and reserve the remaining 5 for evaluation,
with each episode capped at 200 timesteps.

Meta-World: The Meta-Learning 1 (ML1) suite in Meta-World is a minimalist, single-task bench-
mark for few-shot meta-reinforcement learning. For each task, a Sawyer robotic arm in MuJoCo
must reach a randomly Selected target—whose coordinates are withheld from observations—forcing
the agent to infer the goal by trial and error. ML1’s sparse information and clear generalization
challenge make it one of Meta-World’s most popular robotic manipulation testbeds for evaluating
rapid adaptation in meta-RL.

• Reach: a Sawyer robotic arm must reach a randomly assigned goal position in 3D space, with each
Reach task differing in goal location and reward function. The objective is to learn an optimal
policy that efficiently generates the action sequence required to reach the specified target.

• Push: A Sawyer arm must push a block to a randomly placed target on a tabletop, with each task
varying the block’s start position and corresponding reward function. Agents receive only sparse
distance-based feedback and must infer the goal through interaction. This setup evaluates the
agent’s ability to explore and adapt its pushing strategy under sparse supervision.

• PickPlace: A Sawyer arm must pick up an object and place it at a target position sampled for each
task. The object’s start pose and goal location vary across tasks. Rewards are sparse and reflect
successful grasping and placement, making this a typical multi-step manipulation benchmark.

For all Meta-World domains, we allocate 45 tasks for training and reserve the remaining 5 for
evaluation, with each episode capped at 100 timesteps.

16



Published as a conference paper at ICLR 2026

D THE DETAILS OF DATASET CONSTRUCTION

Pretraining Datasets for Darkroom: In the Dark Room environment, the horizon of each trajectory
is set to 100 steps. At each step, we follow the optimal policy with probability ϵ and a random policy
with probability 1− ϵ. We choose ϵ so that the mean return of the pretraining datasets is below 40%
of the optimal policy return, reflecting the challenging yet common scenarios.

Pretraining Datasets for MuJoCo and Meta-World: For each evaluation domain, we choose 45
tasks to construct the training datasets and train a single-task policy independently for each task. We
use soft actor-critic (SAC) (Haarnoja et al., 2018) for the MuJoCo domains. We use Proximal Policy
Optimization (PPO) (Schulman et al., 2017) for the Meta-World domain. We collect two types of
offline datasets for each evaluation domain as

• Mixed: The dataset is constructed by mixing data from various policies, including those saved
throughout the entire training process, offering a diverse range of experiences for training.

• Medium: The dataset is constructed using data from medium-quality policies, which, while
suboptimal compared to high-quality policies, still offer valuable experiences for training.

Table 7 and Table 8 list the main hyperparameters for the SAC and PPO algorithms during offline
data collection in all evaluation domains, respectively.

Table 7: Hyperparameters of SAC used to collect multi-task datasets.

Environments
Training Warmup Save Learning Batch Soft Discount Entropy

steps steps frequency rate size update factor ratio

Cheetah-Vel 500000 2000 10000 3e-4 256 0.005 0.99 0.2
Walker-Param 1000000 2000 10000 3e-4 256 0.005 0.99 0.2

Ant-dir 500000 2000 10000 3e-4 256 0.005 0.99 0.2
Humanoid-Dir 500000 2000 10000 1e-4 256 0.005 0.99 0.2

Table 8: Hyperparameters of PPO used to collect multi-task datasets.

Environments Total_timesteps n_steps Learning_rate Batch_size n_epochs Discount factor

Reach 400000 2048 3e-4 64 10 0.99
Push 1000000 2048 3e-4 64 10 0.99

PickPlace 1000000 2048 3e-4 64 10 0.99

E THE DETAILS OF BASELINES

This section presents seven representative baselines addressing the meta-task generalization problem,
including one context-based offline meta-reinforcement learning (COMRL) method and six ICRL
approaches. These baselines are thoughtfully selected to span the major domains of current offline
meta-task research. Furthermore, since our proposed S-ICQL method belongs to the ICRL category,
we incorporate more methods from this class as baselines for a comprehensive comparison. The
detailed descriptions of these baselines are as follows:

• IC-IQL (Tarasov et al., 2025) extends standard ICRL by explicitly optimizing reinforcement
learning objectives instead of relying solely on supervised losses as in AD. It augments AD with a
Q-learning loss, both the policy and value are optimized by updating only their heads, with no
gradient propagation to the shared transformer backbone.

• DIT (Dong et al., 2024) addresses the limitations of standard autoregressive imitation learning
when trained on suboptimal trajectories. Instead of treating trajectory prediction purely as
supervised learning, DIT emulates an actor-critic algorithm in-context by applying a weighted
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maximum likelihood estimation (WMLE) loss, where the weights are directly computed from
observed rewards.

• DICP (Son et al., 2025), combines model-based reinforcement learning with prior in-context
RL approaches such as AD and IDT. DICP leverages a pre-trained Transformer not only to
condition past transitions but also to simulate future trajectories and estimate long-term returns,
enabling proactive decision-making without parameter updates. DICP jointly models environment
dynamics and policy improvements in context, resulting in greater adaptability and sample
efficiency, particularly in long-horizon tasks.

• IDT (Huang et al., 2024), employs a hierarchical learning framework that decomposes decision-
making across temporal scales to address the high computational cost of prior in-context RL
methods on long-horizon tasks. Its architecture consists of three modules: (i) Decision-Making,
which predicts high-level decisions; (ii) Decision-to-Go, which decodes these decisions into
low-level actions; and (iii) Decision-Review, which maps low-level actions back to high-level
representations. Built upon a transformer architecture similar to that of AD, IDT addresses
complex decision-making in long-horizon tasks while reducing computational costs through
hierarchical modeling.

• AD (Laskin et al., 2023), casts in-context RL as a supervised sequence-modeling task: a causal
Transformer is pretrained on across-episodic trajectories covering the entire RL learning to predict
subsequent actions, thereby emulating standard RL update dynamics without explicit gradient
updates. In AD, trajectories gathered across episodes are organized into fixed-length sequences of
length H , with each trajectory tokenized as an interleaved series of states, actions, and rewards.
This allows the model to learn purely from contextual information, enabling in-context adaptation
of policies to new tasks.

• DPT (Lee et al., 2023), adopts a supervised training paradigm to enable in-context learning for
RL tasks. The core idea is to train a transformer to predict the provided optimal action for a given
query state purely based on context, using interaction histories from diverse tasks as in-context
datasets. DPT treats each transition tuple (s, a, s′, r) as a single token, rather than decomposing it
into separate embeddings. This allows the attention mechanism to directly model relationships
between full transitions, preserving the structural and semantic integrity of the interaction data.

• UNICORN (Li et al., 2024b), integrates representative methods such as FOCAL (Li et al.,
2021), CORRO (Yuan & Lu, 2022), and CSRO (Gao et al., 2023), this work proposes a unified
information-theoretic framework that interprets these approaches as optimizing different approxi-
mation bounds of the mutual information between task variables and their latent representations.
Building on the information bottleneck principle, it further derives a general and unified objective
for task representation learning, facilitating the extraction of robust and transferable task represen-
tations. This method provides a unified information-theoretic perspective that summarizes and
connects several mainstream context-based offline meta-RL approaches. As it integrates key ideas
from representative COMRL algorithms, it can serve as a strong and generalizable baseline.

Mainstream ICRL algorithms predominantly rely on imitation learning paradigms, which tend to learn
suboptimal behaviors when pretraining data is limited in size or quality. To ensure fair comparison,
we standardize the dataset size and quality across methods during pretraining. In our task setting, AD
struggles to extract effective policy improvement operators due to insufficient offline data. Therefore,
we adopt an AD variant that incorporates a reward-based trajectory sorting mechanism from AT (Liu
& Abbeel, 2023) to better distill policy improvements. Additionally, since UNICORN under the
COMRL setting requires warm-up data for task representation inference, we align it with the ICRL
setup by initializing task representations using randomly sampled trajectories and updating them after
each episode.

F IMPLEMENTATION DETAILS OF S-ICQL

World Model. In this paper, we adopt streamlined architectures for each component of the
world model: the context encoder, and the dynamics decoder. The context encoder first em-
ploys a fully connected multi-layer perceptron (MLP) followed by a gated recurrent unit (GRU)
network, both using ReLU activations. The GRU processes the agent’s k step history ηit =
(st−k, at−k, rt−k, ..., st−1, at−1, rt−1, st, at)

i. and produces a 128-dimensional hidden vector. This
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Table 9: The network configurations used for S-ICQL.

World Model Value Causal Transformer Value
GRU hidden dim 128 Layers num 4
Prompt representation dim 16 Attention heads num 1
Decoder hidden dim 128 Activation function ReLU
Decoder hidden layers num 2
Activation function ReLU

Table 10: Hyperparameters of S-ICQL on various domains.

Hyperparameters Darkroom Push Reach Cheetah-Vel Walker-Param Ant-Dir PickPlace Humanoid-Dir
Training steps 2e5 4e5 4e5 4e5 4e5 4e5 4e5 8e5

Learning rate 3e-4 1e-4 1e-4 3e-4 3e-4 3e-4 1e-4 3e-4
Prompt horizon h 100 100 100 200 200 200 200 200
Embedding dim 32 128 128 128 128 128 128 128

Output layers num 1 2 2 2 2 2 2 2
Temperature parameter λ 0.01 0.001 0.001 0.001 0.1 0.01 0.01 0.1

Expectile parameter ω 0.7 0.5 0.5 0.7 0.7 0.7 0.5 0.7
Soft update α 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005

Discount factor 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99

vector is then projected via the MLP into a 16-dimensional task representation zit . The reward decoder
is an MLP that receives the tuple (sit, a

i
t, s

i
t+1, z

i
t) and passes it through two hidden layers of size

128 to predict the scalar reward r̂it. Analogously, the state transition decoder is an MLP that takes
(sit, a

i
t, z

i
t) as input and uses two 128-dimensional hidden layers to predict the next state ŝit+1.

Causal Transformer. We implement S-ICQL on top of the official DPT codebase released
by DPT (Lee et al., 2023) (https://github.com/jon–lee/decision-pretrained-transformer). We ad-
here to their architectural design, and construct the embeddings for the GPT-2 backbone as fol-
lows. Specifically, given a task dataset Di, we sample

(
sit, a

i
t, s

i
t+1, r

i
t

)
and a h-step trajectory

[s1, a1, r1, ..., sh, ah, rh]
i randomly from dataset from Di. Then we use the pretrained context

encoder Eϕ to transform raw transitions in this trajectory into precise and lightweight prompt
βi := [z1, ..., zh]

i = Eϕ

(
[s1, a1, r1, ..., sh, ah, rh]

i
)
. We form state vectors ξist = (sit, 0), next

state vectors ξist+1
= (sit+1, 0) and state-action vectors ξi{sa}t

= (sit, a
i
t, 0) by concatenating the

relevant quantities and padding with zeros so that each ξi has dimension dξ := 2dS + dA + 1. The
(h+1)-length sequence is given by X = (ξi, zi1, . . . , z

i
h). We first apply linear projection Linear(·)

to each vector and outputs the sequence Y = (ŷ0, ŷ1, . . . , ŷh). Then the (h+ 1)-length tokens are
fed into the transformer and predict output autoregressively using a causal self-attention mask. In
the output layer, we employ separate linear layers to produce the actions, the state-values, and the
Q-values, respectively. In summary, Table 9 shows the details of network structures.

Algorithm Hyperparameters. We evaluate the proposed S-ICQL algorithm on eight environ-
ments: Darkroom, Push, Reach, Cheetah-Vel, Walker-Param, Ant-Dir, PickPlace
and Humanoid-Dir. For all experiments, we use the Adam optimizer with a weight decay of 1e-4,
gradient-norm clipping at 10, an experience step of 4, and a batch size of 128. Table 10 summarizes
the detailed hyperparameters of S-ICQL in each domain.

Compute. We train our models on NVIDIA RTX3090 GPUs paired with an AMD EPYC 9654 CPU
and 512GB of RAM. Pretraining the world model takes approximately 1–2 hours, while pretraining
the causal transformer requires about 2–22 hours, depending on the environment’s complexity.
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G HYPERPARAMETER ANALYSIS

Table 11: Few-shot converged results of S-
ICQL with varying λ on Mixed datasets.

λ Reach Cheetah-Vel Ant-Dir
1.0 765.99± 17.93 -99.16± 4.00 486.23± 30.98

0.1 796.42± 7.20 -46.54± 2.37 749.00± 19.55

0.01 799.29± 2.77 -46.56± 3.08 813.34± 14.12

0.001 806.97± 6.35 -35.48± 1.33 767.55± 19.89

The temperature parameter λ in Eq.(6) plays a cru-
cial role in balancing the trade-off between behavior
cloning and the greedy pursuit of high Q-values.
We conduct experiments to analyze the influence
of λ on S-ICQL’s performance. Figure 9 and Ta-
ble 11 present the ablation results across represen-
tative domains with varying values of λ. A smaller
λ will make the distribution of advantage weights
exp( 1λ )(Q − V ) less uniform, leading to more ex-
ploitation of Q-learning. As λ decreases from 1.0,
the performance of S-ICQL can be greatly improved, highlighting the essentiality of harnessing Q-
learning to steer ICRL architectures toward fundamental reward maximization. Practically, λ = 0.01
or λ = 0.001 leads to a satisfactory performance. The result further confirms the effectiveness and
necessity of our in-context Q-learning.

Table 12: Few-shot converged results of S-
ICQL with varying k on Mixed datasets.

K Reach Cheetah-Vel Ant-Dir
2 802.00 ± 10.80 -37.51 ± 1.80 717.95 ± 37.81

4 806.97 ± 6.35 -35.48 ± 1.33 813.34 ± 14.12

6 794.19 ± 7.93 -40.36 ± 1.36 648.70 ± 56.75

In prompt construction, the task representation zit
is inferred from the agent’s k-step experience ηit as
zit ∼ Eϕ(η

i
t). The step k is crucial for capturing

task-relevant information. We conduct experiments
to investigate the impact of k on S-ICQL’s perfor-
mance. Figure 10 and Table 12 present the few-shot
evaluation returns of S-ICQL across representative
environments with varying values of k. The results
show that S-ICQL’s performance is not sensitive to
k, with a moderate experience step of k = 4 performing the best in all evaluated domains. A small k
may provide insufficient task-relevant information, limiting precise in-context inference. A large k
may introduce redundancy and noise leading to overfitting during world model pretraining. Also, a
large k will increase the computation load in pretraining the world model and decrease the speed in
constructing the prompt for in-context task inference. In practice, a moderate k achieves fast and
precise in-context inference, highlighting the superiority of our prompt design via world modeling.
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Figure 9: Few-shot evaluation return curves of S-ICQL on Mixed datasets with varying values of λ.
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Figure 10: Few-shot evaluation return curves of S-ICQL on Mixed datasets with varying values of k.
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H ANALYSIS OF LOSS WEIGHT COEFFICIENTS

We conduct a hyperparameter analysis of Eq. 7 by evaluating multiple reweighting configurations for
its three loss components, Lπ(θ), LQ(θ), and LV (θ). We vary the relative coefficients to emphasize
different aspects of the learning objective, including configurations that up-weight the policy loss
to prioritize policy fitting and configurations that increase the weight of the value or Q-value losses
to strengthen critic learning, while keeping all other training settings fixed. As shown in Table 13,
the performance degrades substantially when the policy loss is down-weighted (i.e., c1 = 0.1),
while remaining insensitive to coefficients on value losses (i.e., c2/c3 = 0.1). The equal-weight
configuration (1, 1, 1) consistently offers a stable and straightforward choice, supporting the use of a
balanced weighting scheme for the three loss components in our main experiments.

Table 13: Analysis of loss weight coefficients in S-ICQL.

Coefficients (c1, c2, c3) (0.1, 1, 1) (1, 0.1, 1) (1, 1, 0.1) (1, 1, 1)

Cheetah-Vel -53.94±3.26 -39.56±2.02 -42.98±1.87 -35.48±1.33
Ant-Dir 588.81±32.00 843.77±8.70 772.04±19.11 813.34±14.12
Reach 591.88 ± 88.81 789.29 ± 9.17 730.37 ±38.46 806.97 ± 6.35

I THE USE OF LARGE LANGUAGE MODELS (LLMS)

We utilize Large Language Models (LLMs) to assist with polishing the writing and improving text
readability. Specifically, LLMs are employed for proofreading, enhancing grammar, and refining
sentence structure. The LLM was used solely for editorial purposes to improve clarity and did
not contribute to research ideation, experimental design, implementation, analysis, or scientific
conclusions. All core research contributions, experiments, and analyses were conducted independently
by the authors without LLM assistance.
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