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MIXRTs: Toward Interpretable Multi-Agent
Reinforcement Learning via Mixing
Recurrent Soft Decision Trees

Zichuan Liu, Yuanyang Zhu
Yang Gao

Abstract—While achieving tremendous success in various fields,
existing multi-agent reinforcement learning (MARL) with a black-
box neural network makes decisions in an opaque manner that
hinders humans from understanding the learned knowledge and
how input observations influence decisions. In contrast, existing
interpretable approaches usually suffer from weak expressivity and
low performance. To bridge this gap, we propose MIXing Recurrent
soft decision Trees (MIXRTSs), a novel interpretable architecture
that can represent explicit decision processes via the root-to-leaf
path and reflect each agent’s contribution to the team. Specifically,
we construct a novel soft decision tree using a recurrent structure
and demonstrate which features influence the decision-making
process. Then, based on the value decomposition framework, we
linearly assign credit to each agent by explicitly mixing individual
action values to estimate the joint action value using only local ob-
servations, providing new insights into interpreting the cooperation
mechanism. Theoretical analysis confirms that MIXRTSs guarantee
additivity and monotonicity in the factorization of joint action
values. Evaluations on complex tasks like Spread and StarCraft
II demonstrate that MIXRT's compete with existing methods while
providing clear explanations, paving the way for interpretable and
high-performing MARL systems.

Index Terms—Explainable reinforcement learning, multi-agent
reinforcement learning, recurrent structure, soft decision tree,
value decomposition.

I. INTRODUCTION

ULTI-AGENT reinforcement learning (MARL) has
been shown considerable potential in solving a vari-
ety of challenging tasks, e.g., games [1], [2], [3], autonomous
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driving [4], [5], [6] and robotics interactions [7], [8]. Despite
these promising results, much of this progress relies on deep
neural network (DNN) models serving as powerful function ap-
proximators, encoded with thousands to millions of parameters
interacting in complex and nonlinear ways [9]. This architectural
complexity brings substantial obstacles for humans to under-
stand how decisions are made and what key features influence
decisions, especially when the network becomes deeper in size
or more complex structures are appended [10], [11]. Indeed,
creating mechanisms to interpret the implicit behaviors of black-
box DNNs remains an open problem in the field of machine
learning [12], [13].

It is crucial to gain insights into the decision-making process
of artificially intelligent agents for their successful and reliable
deployment into real-world applications, especially in high-risk
domains such as healthcare and military [14], [15], [16], [17].
The lack of transparency in MARL techniques imposes signif-
icant limitations on practitioners, bringing critical barriers to
establishing trust in the learned policies and scrutinizing their
weaknesses [18]. Explainable reinforcement learning [19], [20],
[21] emerges as a promising approach to develop transparent
procedures that can be followed step-by-step or held accountable
by human operators. While existing explainable methods offer
some potential [22], [23] or vision-based interpretations [21],
[24] in single-agent tasks, they still struggle to balance inter-
pretability and performance in complex reinforcement learning
tasks [25], especially in multi-agent domains.

Traditional decision trees [26], [27] provide interpretable
inferences at a rule level, as humans can easily understand
their decision process by visualizing decision paths. However,
they often suffer from limited expressivity and low accuracy
when using shallow trees and univariate decision nodes, lead-
ing to a difficult trade-off between model interpretability and
performance. Alternatively, differentiable soft decision trees
(SDTs) [28], [29] are built on the structure of fuzzy decision
trees, bridging traditional decision trees and neural networks
in terms of expressiveness [30]. SDTs offer interpretations
that non-expert individuals can easily visualize and simulate,
thereby enhancing human readability. Several works [31], [32]
have attempted to use an imitation learning paradigm to distill
a pre-trained DNN control policy into an SDT, providing an
interpretable form of policy in single-agent tasks. However, the
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Fig. 1.
and the previous hidden state hﬁ’l as input at each timestamp.

simple structure of an SDT often makes it difficult to accurately
mimic its original policy. Therefore, it remains a challenge to
find a “sweet spot” that can well balance fidelity and simplicity
in tree models.

Rather than imitating a pre-trained policy, an alternative
paradigm is to train an SDT policy from agent experience in an
end-to-end manner, which directly learns the domain knowledge
from tasks using interpretable models. While SDT has achieved
an adequate balance between interpretability and performance in
simple single-agent domains (e.g., CartPole and MountainCar in
OpenAl Gym [33]) [32], they cannot maintain satisfying learn-
ing performance without sacrificing interpretability in complex
multi-agent tasks due to limited model expressivity. Particularly,
to the best of our knowledge, there is seldom existing work
exploring the model interpretability in MARL domains. Here,
our goal is to strike a favorable balance between interpretability
and insight into the underlying decision-making process using
tree-based models in a multi-agent system.

In this paper, we propose a novel MIXing Recurrent soft
decision Trees (MIXRTSs) method to tackle the tension between
model interpretability and learning performance in MARL do-
mains. Instead of attempting to understand how a DNN makes its
decisions, we utilize a differentiable SDT to learn the decision-
making process for a certain task. First, to facilitate learning
over long timescales for each agent, we propose the recurrent
tree cell (RTC) that receives the current individual observation
and history information as input at each timestamp. Second, we
utilize a linear combination of multiple RTCs to improve perfor-
mance and reduce the variance of SDTs, while maintaining the
interpretability of RTCs. By visualizing the tree structure, RTCs
can provide intuitive explanations of how important features af-
fect the decision process. MIXRTs consist of RTCs representing
the individual value function and a mixing tree structure aiming
to learn an optimal linear value decomposition, which ensures
consistency between the centralized and decentralized policies.
The linear mixing structure emphasizes the explanations about
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Examples of SDT and RTC. (a) A two-level SDT. (b) Illustration of the process of a two-level RTC that receives the current individual observation o’g

what role each agent plays in cooperative tasks by analyzing
its assigned credit. To improve learning efficiency, we also use
parameter sharing across individual RTCs to dramatically reduce
the number of policy parameters, therefore experience can be
shared across other agents. We evaluate MIXRTSs on a range of
challenging tasks in Spread and StarCraft II [34] environment.
Empirical results show that our learning architecture delivers
simple explanations while enjoying competitive performance.
Specifically, MIXRTs find desirable optimal policies in easy
scenarios compared to popular baselines like the widely inves-
tigated QMIX [3] and QPLEX [35].

The remaining paper is organized as follows. In Section IT, we
introduce basic concepts of MARL, SDTs, and related work. In
Sections IIT and IV, we present the RTCs and the linear mixing
architecture of individual RTCs, respectively. In Section V, we
give experimental results of learning performance compared to
the existent baselines. The comprehensive interpretability of our
model and results of the user study are given in Section VI
Finally, we give concluding remarks in Section VII.

II. BACKGROUND AND RELATED WORKS
A. Preliminaries

Dec-POMDP: The fully cooperative multi-agent task is gen-
erally modeled as a decentralized partially observable Markov
decision process (Dec-POMDP) [36] that consists of a tu-
ple (S,U,P,r, Z,0,n,~), where s € S describes the global
state of the environment. At each time step, each agent i €
{1,...,n} only receives a partial observation z € Z gener-
ated from an observation function O(s,7) : .S x n — Z, and
chooses an action u; € U to formulate a joint action u :=
[u;]"_; € U™. This results in a transition to next state s’ ~ P(s' |
s,u). All agents share the same team reward signal r (s, u) :
S x U™ — R. Furthermore, each agent learns its own policy
mi(u; | )+ T xU — [0,1], which conditions on its action-
observation history 7; € T, and we define that 7 € T is the joint
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action-observation history. The goal is to find an optimal joint
policy m = (my, ..., 7, ) tomaximize the discounted cumulative
return y_,~ , ~'rt, where € [0, 1) is a discount factor.

Multi-Agent Q-Learning in Dec-POMDP: Q-learning [37] is
a classic tabular model-free algorithm to find the optimal joint
action-value function Q*(s,u) = r(s,u)+ YEy[max, cyn
Q*(s',u’)]. Multi-agent Q-learning approaches [2], [38], [39]
are generally based on the value decomposition extension of
deep Q-learning [37], [40], where the agent system receives
the joint action-observation history 7 and the joint action u.
Given transition tuples (7,u,r,7’) from the replay buffer
B, the network parameters © are learnt by minimizing the
squared loss £(©) on the temporal-difference (TD) error o =
Y — Qiot(T,u;0), where y' =1 + v maxy Qo (7', u’; 0')
is the target and Q¢ (7, u; ©) is used in place of Qi (s, u; O)
due to partial observability. The parameters ©’ from a target
network are periodically copied from © and remain constant
over multiple iterations.

Centralized Training and Decentralized Execution (CTDE):
In the CTDE fashion, during training the central controller
can access the action-observation history of all agents and the
global state, as well as the freedom to share all information
between agents. While in the execution phase, each agent has
its policy network to make decisions based on its individual
action-observation history. Individual-global-max (IGM) is a
common principle to realize effective CTDE, which asserts the
consistency between joint and local greedy action selections
by the joint value function (s, and individual action-value
function Q;(7;, u;):

arg max T1, U
gulequ( 1,U1)

arg max Qo (7, u) = : , (D
ueun :

arg max Q, (7, un)

Up €U
where T represents the joint action-observation history of all
individual agents. Existing popular algorithms such as value
decomposition networks (VDN) [2] and QMIX [3] are based
on CTDE, estimating the optimal Qy,; via combining indi-
vidual action-value function ;. In VDN, the Q. is calcu-
lated by summing the utilities of each agent as Qo (7T, u) =
S Qi u;). QMIX combines @Q; through the state-
dependent nonlinear monotonic function fg: Qot(T,u) =
fS(Ql(Th ul)a ) Qi(Ti» Ui)a E) Qn(Tna un))’ where g(gi >
0,vie {1,...,n}.

Soft Decision Trees (SDTs): Differentiable decision trees [28],
[41] have been shown to own better expressivity compared to
traditional hard decision trees. Especially, an SDT [28] has
favorable transparency and performance with a binary proba-
bilistic decision boundary at each node in reinforcement learning
tasks [31], [32]. As shown in Fig. 1(a), it is different from the
traditional growth of decision paths in that an SDT performs soft
routing with different probabilities when given the fixed depth
of the tree in advance. Given an observation of, each inner node
j calculates the probability of traversing to its left child node by

p; (0') = o (w)o' +b7), )
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where ¢ is a sigmoid function, and w’ and b7 are trainable pa-
rameters. The learned model consists of a hierarchy of decision
filters that assign the input observation to a particular leaf node
with a particular path probability P' (o), producing a probability
distribution over the U/ action class. Each leaf | € Lea f Nodes
encodes relative action values Q' = softmax ('), where #' €
RY*1 is a learnable parameter at the [-th leaf. Following SDT,
we select the action value Q'm=x with the largest probability leaf
Imax at each timestamp ¢, where ., = arg max; P'(ot).

B. Related Works

Explainable Reinforcement Learning: In the reinforcement
learning community, several prior works have investigated in-
trinsic methods aimed at deriving interpretable policies [29],
[41], [42]. Intrinsic methods generally rely on using inherently
interpretable models, such as classical decision trees and linear
models, which directly represent the faithful decision-making
process. The conservative Q-improvement [42] introduces an
interpretable decision-tree model that learns a policy as a hard
decision tree for robot navigation tasks. It can balance the per-
formance and simplicity of the policy model only when adding
new splits in a task. Differentiable decision trees methods [29],
[43] allow for a gradient update over Q-learning and policy
gradient algorithms by replacing the Boolean decision with a
sigmoid activation function at the decision node, which im-
proves the performance while affording interpretable tree-based
policies. These methods fix their structure before the learning
process rather than incrementally adding nodes, where the leaf
nodes represent single features using discretization techniques
to enhance interpretability. Instead of constructing a univari-
ate decision tree, the cascading decision tree (CDT) [32], an
extension based on an SDT with multivariate decision nodes,
applies representation learning to decision paths to achieve
richer expressive capabilities. The prior works closest to ours
are SDT [28] and CDT [32], whose policies are generated by
the routing probabilities at each leaf node to make decisions. Our
method differs in that 1) we introduce the recurrency into SDTs
for capturing the long-term condition in partially observable
tasks, 2) we explicitly present the graphical decision process
with a smaller depth by considering all variate at each node
instead of univariate features, and 3) we interpret the role each
agent plays in a team by visualizing the linear credit assignment.

Cooperative Multi-Agent Reinforcement Learning: Dating
back to the early stage of MARL, independent Q-learning [44]
is a common method, in which each agent optimizes its policy
that is independent of others. In this approach, agents observe
only local information, execute their actions, and receive re-
wards individually, effectively treating other agents as part of
the environment. However, this method lacks the theoretical
convergence guarantees of standard Q-Learning due to the non-
stationarity introduced by changes in other agents’ policies. By
contrast, CTDE [45], [46] is an advanced paradigm for coopera-
tive MARL tasks, which allows each agent to learn a joint action-
value function via credit assignment mechanisms. VDN [2]
factorizes the joint action-value function into a linear summation
over individual agents. To address the VDN’s limitation of
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ignoring additional global state information, QMIX [3] utilizes
a non-linear mixing network augmented with a state-dependent
bias to estimate the joint action-value function more effectively.
QTRAN [38] further relaxes the constraints on the greedy action
selections between the joint and individual functions using two
soft regularizations. Different from QTRAN which loses the
exact IGM consistency, QPLEX [35] uses a dueling network
architecture to represent both joint and individual action-value
functions to guarantee the IGM property.

Our method distinguishes itself from these representative
value decomposition methods in several key aspects: 1) Our
method builds upon soft decision trees, which not only pro-
vide intrinsic interpretability for visualization but also pre-
serve historical information through a recurrent structure. 2)
Our mixing trees module linearly factorizes the joint action
value into individual action values, achieving high scalability
by fully implementing the IGM principle. This interpretable
model enables us to explain not only the explicit behavior of
each agent but also the behaviors of different roles within the
team. 3) Our proposed method requires only lightweight linear
reasoning while achieving competitive performance across a
series of collaborative tasks.

III. RECURRENT TREE CELLS

In this section, we propose RTCs, which introduce recurrency
into SDTs to encode historical information and enhance the
fidelity of the Q-value through the ensemble technique. First, we
propose an RTC that receives the current individual observation
and relies on historical information to capture long-term depen-
dencies in partially observable tasks. Then, we utilize a linear
combination of multiple RTCs via an ensemble framework to
yield high performance and reduce the variance of the model,
all while retaining simplicity and interpretability.

A. Recurrent Tree Cell

The complexity of neural networks brings barriers to un-
derstanding, verifying, and trusting the behaviors of agents,
as it has complex transformations and non-linear operators.
To relieve this dilemma, the SDT offers an effective way to
interpret the decision-making pathways by visualizing decision
nodes and associated probabilities. As depicted in Fig. 1(a), an
SDT shows an univariate differentiable tree with a probabilistic
decision boundary at each filter. However, the SDT lacks explicit
mechanisms for deciphering the underlying state of POMDP in
sequential decision-making tasks over longer timescales. This
limitation can degrade performance by estimating the Q-value
from incomplete observations rather than the global state. In-
deed, by leveraging recurrency to a deep Q-network [47], a re-
current neural network (RNN) can effectively capture long-term
dependencies conditioning on their entire action-observation
history. Inspired by advanced recurrent architectures, we first
introduce recurrence into an SDT and propose a recurrent tree
cell (RTC) to capture long-term dependencies. As shown in
Fig. 1(b), an RTC receives the current individual observation
o! and the previous embedding h!! as input at each time step,
extracting hidden state information for each agent .
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For an RTC, each non-leaf node learns a linear filter to traverse
to its left child node with the probability as

Py (oY) = o (wiol +wph ™ +¥), @)

where w? and w{l are learnable parameters for the observation
o! and the previous hidden state hﬁ’l, respectively, and b7 is
a learnable bias. Similarly, the probability of traversing to the
right child is 1 — p; (o}, hE1).

We now discuss how to model the probability that an obser-
vation reaches a selected leaf I. Let [l , j] denotes a boolean
event € {0, 1}, indicating whether j passes the left-subtree to
reach the leaf node [. The probability P! that the observation o
reaches [ for each agent ¢ is given by

p! (0§7h§’1) _ H {pj (of,h’;’l)[l/ﬂ

jeroute(l)

(L=ps LA @

where p; is the probability of going from a current node j to its
left child node 27, as illustrated in Fig. 1.

With the target distribution of the tree, we measure the current
hidden state h! of the leaf by combining the probability values
of each leaf with a scalar weight 6, and provide a vector Wy
that serves this tree to capture the action-observation value as

hi= > 0,P (o, hlTY),
leLeafNodes
Qi(Ti,) = wy hf, )

where P! is the overall path probability along the root to leaf
[. Different from the leaf nodes of the SDT, each learnable
parameter 0 € R calculates the hidden state k! by weighting
with P!, and wy € R! *U {5 a training parameter to transform the
hidden state ! into the action distribution in an RTC. Finally,
during decentralized execution, each agent 7 selects an action u!
using e-greedy strategy with respect to its estimated Q; (7;, u;).
This decision process retains the simplicity and interpretability
of the model, as it reveals which dimensions of the observation
influence the action distribution during the inference.

B. Ensemble of Recurrent Tree Cells

SDT-based methods exhibit several appealing properties in
multivariate tree structures, such as ease of tuning, robustness to
outliers, and good interpretability [32]. Since all input features
are used for each node in a multivariate setting, a single SDT may
lack expressiveness and output predictions with high variance.
It is well known that an ensemble of models can reduce the vari-
ance component of the estimation error [48], [49]. To relieve the
above tension while maintaining the interpretability, we linearly
combine multiple RTCs with the variance-optimized bagging
(Vogging) approach based on the bagging technique [50]. Based
on the Vogging ensemble mechanism, the individual value func-
tion for the agent ¢ can be represented as

Qi(i, ")

t
i,(H)>
(0)

_ T t T t T
= Wy (1) Mi (1) + W (2) Mg 2y + o Fwy
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Q+ot value via a linear combination of the individual action-value functions. (c) Individual RTCs for each agent.

where H is the size of ensemble RTCs, wg, (1), Wq,(2); - - - Wy, (H)
are learnable parameters used to optimize the linear combination
of the H trees for improving the expressiveness and reducing the
prediction variance of RTCs, and the hidden state hf € R7*!
is rewritten as the vector [h;(l), h;@), o h;‘f’(H)]T to represent
the history record, i.e., h; is a representation of the history ;.
Finally, RTCs produce a local policy distribution as a Q-function
for each agent and execute an action by sampling this distribu-
tion. Here, the loss function of RTCs working on a single agent
is based on Q-learning [37], [40], updating ); as

L=E [(n‘ +7muE}XQi(T{>U/) - Qz‘(Ti,W)Z} , (D

where r; is the reward received by agent ¢. However, in multi-
agent systems, all agents only share a team reward 7, and
therefore we explore the value decomposition in Section I'V.

Remark 1: The functions used for all sub-modules in the
RTCs are linear, which both preserves the interpretability of the
model and simplifies its structure. It is important to note that as
the model becomes more complex, interpretability diminishes
due to the loss of simplicity. Since shallow trees can be easily
described and even be implemented manually, it is acceptable
that linearly combining trees of depth 2 or 3 achieves accept-
able performance and stability while only sacrificing a minimal
degree of interpretability. In practice, a moderate number of
ensemble trees H (e.g., ranging from 16 ~ 64) is sufficient to
obtain efficient performance, and additional ablation results are
provided in Section V-C.

IV. MIXING RECURRENT SDTS ARCHITECTURE

In this section, we propose a novel method called MIXing
Recurrent soft decision Trees (MIXRTs), which can represent
a much richer class of action-value functions analogous to ad-
vanced CTDE algorithms. The overall architecture of MIXRTs is
illustrated in Fig. 2, including two main components as follows:
(i) an ensemble of RTCs as an individual action-value function

for each agent, and (ii) a mixing component similar to the
ensemble of RTCs in which a joint action-value function Q¢
is factorized into the individual action-value function @Q; of
each agent ¢ under the IGM constraint. The two components
are trained in a centralized manner and each agent uses its own
factorized individual action-value function (); to take actions
during decentralized execution. Each component is elaborated
on next.

A. Individual RTCs for the Action Value

For each agent, the individual action-value function can gen-
erally be represented by an ensemble of RTCs, where different
agents are mutually independent RTCs. However, as the number
of agents increases, the joint action-observation space grows
exponentially, leading to a large number of learnable param-
eters that may confuse understanding the decision process of
the model. Inspired by parameters sharing [2], we utilize the
ensemble of RTCs with shared parameters among agents to
improve the learning efficiency. This operation can also give
rise to the concept of agent invariance and help avoid the lazy
agent problem. To keep agent invariance, we incorporate role
information into each agent via a one-hot encoding of its iden-
tity, which is concatenated with the corresponding observation
at the root layer. The architecture, with shared weights and
information channels across agent networks, satisfies agent in-
variance with the identical policy, thereby enhancing simplicity
and interpretability with fewer parameters. For each agent ¢, the
individual value is represented by an ensemble of RTCs that
takes the current local observation 02, the previous hidden state
hﬁ_l and the previous action uﬁ‘l as inputs, and then outputs
the individual action value Q;(7;, u;).

B. Mixing Trees Architecture

The mixing trees architecture follows an interpretable Q-value
decomposition that connects the local and joint action-value
functions via feed-forward ensemble trees, which is similar to
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the ensemble of RTCs but without embedding the history infor-
mation. During the centralized training process, it incorporates
the information of global state s, into individual action-value
functions and produces the weights of the local action-value in
the joint action-value Q)+,;. The main assumption is that the joint
action-value function can be additively decomposed into value
functions across agents. However, unlike VDN or QMIX, we
assume that the joint action-value function can be approximated
as a linear weighting of the individual Q-values

Quor (T, u) = Y W;Qi(7i,wi), ®)
i=1

where 7 and w are joint action-observation and joint action,
respectively, and we force the assignment of positive credit
weights W; > 0. The linear weighting is chosen to provide
a reliable interpretation of the relationships among agents. In
general, the agent assigned a higher credit assignment with a
larger weight W; makes a greater contribution to the team.

In detail, we employ the interpretable RTCs to obtain weights
W; for each agent ¢, which establish relations from the individu-
als to the global. Each filter of RTCs takes the individual action
value (Q; and the global state s as inputs, and calculates the
probability of transitioning to the left child node as

pi (Qirs') = o (w)Qi +wls' + V), 9)

where w}, w], and b’ are learnable parameters for each node of
RTCs. After the inference process, we obtain the joint probability
distributions P! at the leaf layer. To achieve stable weights, we
employ an ensemble mechanism with H trees, resulting in

>

leLeafNodes

o €Xp (ZkHzl w;(k) ¢z‘,(k))

n H
i1 €XP (Zk:l “’;(k;) ¢i,(k))

where 6! € R and wy € R1*™ are learnable parameters in one
tree. The mixing weight IW; is ensured to be positive through the
use of softmax operation, which enforces monotonicity between
Qiot and each @;. Here, the goal of the mixing architecture
is not only to achieve efficient value decomposition but also
to provide an intuitive interpretation that highlights the impor-
tance of observation attributes and the weights of each agent
at different time steps within an episode. Further, Theorem 1
provides a theoretical analysis showing that MIXRTSs guarantee
monotonicity by imposing a simple constraint on the relationship
between Q.+ and each (Q;, which is sufficient to satisfy (1). This
allows each agent 7 to participate in a decentralized execution
solely by choosing greedy actions.

Theorem 1: Let Qo1 (7T,u) be a joint action-value function
that is factorized by a set of individual action-value func-
tions Q;(7i,ui) as Quot(T,u) & > iy WiQi(7i,u;), where
W; > 0 and n is the number of agents. Then, we have u* =
arg maXqyey» Qrot (7, w) that satisfies the IGM principle.

Proof: For an arbitrary factorizable Q. (T, ), we take u* =
arg maxyeym Quot(7T,u). Recall that u* := [u}]?, € U™ and

¢i = 0P (Qirs")

(10)
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uf = argmaxy, cy Qi(7i, u;). After the softmax operation, the
weight of each individual action-value function satisfies W; > 0.
For Vi € {1,2,...,n}, we have monotonicity, i.e.,

aCgiiot
0Q;

Thus, for any [u;]?_, and the mixing trees function Q. (-) with
n weights, the following holds

Qtot(Ql(Th Ul)v Q2(727 u2)a Sy Qn(Tnv un))
= WiQ1 (11, u1) + WaQa(72, uz) + -+ - + WiQun (70, un)
S WiQn (11, uy) + WaQa (7o, us) + -+ + WoQn (7, uy).

Thus, according to the arg max operator, we have the maximum
of the joint action value

> 0. an

max Qo (T, u)
ueln
= Eé?}i Qtot(Ql(Tla ul)a Q2(7—27 u?)v ) Q7L(Tn7 un))

- Qtot(Ql(Tlaui)a Q2(7—27u;)7 ey Qn(Tn; U;))

Hence, we have u* = arg max,cy» Qo (T, u) that satisfies the
IGM principle, and the assumed mixing trees provide universal
function approximation weights by (8). |

All parameters © in MIXRTs are learned by sampling a batch
of transitions b from the buffer B and minimizing the following
expected squared TD error loss as

‘6(9) = E(T,u,r,‘r’)eb (Z/ - Qtot(Ta u; ®)>2 B}

where the target value ¢’ is obtained using Dou-
ble DQN [51], [52] and is estimated as ¢ =71+
YQ ot (T, arg max,rcym Qiot (77, u’;©")). Here, ©' denotes
all parameters of the target network, which are periodically
copied from ©. Since (1) holds, we maximize (), in a linear
fashion to achieve competitive performance without resorting
to more complex non-linear methods.

12)

V. EXPERIMENTS

In this section, we evaluate MIXRTs on two representa-
tive benchmarks as our testbed: the Multi-agent Particle En-
vironment (MPE) [53] and StarCraft Multi-Agent Challenge
(SMAC) [34]. The goal of our experiments is to evaluate the
performance and demonstrate the interpretability of MIXRTs.
We compare our method with widely investigated algorithms,
including VDN [2], QMIX [3], QTRAN [38] and QPLEX [35],
since these are advanced value-based methods that train de-
centralized policies in a centralized fashion. It is important to
note that our focus is on balancing model interpretability and
learning performance, rather than blindly beating state-of-the-
art baselines. Additionally, we compare MIXRTs with existing
interpretable models SDTs [28] and CDTs [32], which decom-
pose a multi-agent task into a set of simultaneous single-agent
tasks [44], [54]. Further, we perform the sensitivity analysis on
two key hyperparameters: the tree depth and the number of trees.
Finally, we concretely present the interpretability of MIXRTSs
regarding the learned tree model at SMAC, aiming to present an
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TABLE I
THE STARCRAFT MULTI-AGENT CHALLENGE BENCHMARK

Scenarios Type Map Ally Units Enemy Units Total Steps
3m 3 Marines 3 Marines 1050K
Easy 8m 8 Marines 8 Marines 1500K
253z 2 Stalkers, 3 Zealots 2 Stalkers, 3 Zealots 1500K
2s_vs_lsc 2 Stalkers 1 Spine Crawler 2M
Sm_vs_6m 5 Marines 6 Marines 2M
Hard 3s5z 3 Stalkers, 5 Zealots 3 Stalkers, 5 Zealots 2M
8m_vs_9m 8 Marines 9 Marines 2M
6h_vs_8z 6 Hydralisks 8 Zealots 5M
Super Hard MMM2 1 Medivac, 2 M.arauders, 1 Medivac, 3 M.arauders, oM
and 7 Marines and 8 Marines

easy-to-understand decision-making process from the captured
knowledge of tasks.

A. Environmental Description

Spread environment in MPE: We select the commonly used
Spread environment in the MPE, where the objective for a set
of n agents is to navigate toward randomly allocated positions
marked by n landmarks while evading any inter-agent collisions.
The ideal strategy involves each agent exclusively claiming
a single landmark, achieving an optimal spatial distribution.
This necessitates advanced coordination among agents, as they
must predict the targets that their counterparts will likely claim
and adjust their actions accordingly to occupy the remaining
landmarks. The observation space for a given agent ¢ is repre-
sented by a vector that includes the agent’s velocity and absolute
positional coordinates, as well as the relative positions of all
other agents and landmarks. Each agent can move in one of four
cardinal directions or remain stationary. The collective reward
for the agents is quantified as the negative sum of the minimal
distances between each landmark and the nearest agent. To
discourage inter-agent collisions, an additional penalizing factor
is incorporated into the reward computation, which is defined
following the MPE [53]. We conduct experiments with 3, 4, and
5 agents and set the number of training steps to 4/ to ensure
convergence.

StarCraft II: This environment is based on StarCraft II unit
micro-management tasks (SC2.4.10 version). We consider com-
bat scenarios where the enemy units are controlled by a built-in
Al with the difficulty=7 setting, and each allied unit is con-
trolled by the decentralized agents using RL. During battles, the
agents seek to maximize the damage dealt to enemy units while
minimizing damage received, which requires a range of skills.
We evaluate our method on a diversity of challenging combat
scenarios, and Table I presents a brief introduction to these
scenarios with symmetric/asymmetric agent types and varying
agent numbers. To better interpret MIXRTSs in such complex
tasks, we provide a detailed description of SMAC [34] in detail,
including the observations, states, actions, and rewards settings.

Observations and states: At each time step, each agent re-
ceives local observations within its field of view, including the
following attributes for both allied and enemy units: distance,
relative coordination in the horizontal axis (relative X), relative
coordination in the vertical axis (relative Y), health, shield,

and unit type. All Proto’s units possess shields that serve as
a defense mechanism against attacks and can regenerate if no
further damage is incurred. Notably, Medivacs, being healer
units, play a crucial role in maintaining the health of agents
during battles. Unit types are used to distinguish different kinds
of units on heterogeneous scenarios (e.g., 2s3z and MMM?2 in
the experiment). Agents can only observe other units if they are
alive and within their line of sight range, which is set to 9. If
a unit (for both allies and enemies) feature vector is reset to
zeros, it indicates either the unit’s death or its invisibility due
to being outside another agent’s sight range. The global state,
containing information about all units on the map, is available
only to agents during centralized training. Finally, all features,
including observations and the global state, are normalized by
their maximum values.

Action space: Each unit takes an action from a discrete
action set: no operation (no-op), stop, move [direction], and
attack [enemy id]. Agents can move with a fixed step size in
four directions: north, south, east, and west, and are permitted
to execute the attack [enemy id] action only when the enemy
is within its shooting range. Note that a dead unit can only
take the no-op action, while a living unit cannot select no-op.
Finally, depending on different scenarios, the maximum number
of operations that a living agent can perform typically ranges
from 7 to 70.

Rewards: The objective is to maximize the win rate for each
battle scenario. Ateach time step, agents receive a shaped reward
based on the hit-point damage dealt and enemy units killed.
Additionally, agents receive a bonus of 10 after killing each
enemy, and a 200 bonus when killing all enemies, which is
consistent with the default reward function of the SMAC. To
ensure consistency across different scenarios, reward values are
scaled so that the maximum cumulative reward is around 20.

B. Experimental Setup

We compare our method with widely investigated value
decomposition baselines, including VDN [2], QMIX [3],
QTRAN [38], and QPLEX [35], based on an open-source im-
plementation of these algorithms.! Besides, we compare with
existing interpretable models of SDTs [28] and CDTs [32],

Thttps://github.com/oxwhirl/pymarl
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TABLE II
HYPERPARAMETERS SETTINGS OF VALUE-BASED ALGORITHMS

Method Hyperparameter/Description Value
Difficulty of the game 7
Evaluate Cycle 5000
Target Update Cycle 200
Number of the epoch to evaluate agents 32
Optimizer RMSpro
Common Discognt Factor ~y 0.9pQ b
Batch Size 32
Buffer Size 5000
Anneal Steps for ¢ 50000
Learning Rates 0.0005
VDN Agent RNN Dimension 64
Agent RNN Dimension 64
QMIX Mixing Network Dimension 64,32
Agent RNN Dimension 64
Mixing Network Dimension 64
QTRAN Lambda-opt 1.0
Lambda-nopt 0.1
Agent RNN Dimension 64
QPLEX Mixing Network Dimension 64, 32
Attention Embedded Dimension 64,64, 64
I-SDTs Agent Trees Depth 3
Intermediate Variables Dimension 32
I-CDTs Intermediate Feature Depth 3
Decision Depth 3
Agent Trees Ensemble Dimension 32
[-RTCs Agent Trees Depth 3
Agent Trees Ensemble Dimension 32
Agent Trees Depth 3
MIXRTs Mixing Trees Ensemble Dimension 16
Mixing Trees Depth 3

which decompose the problem into a set of simultaneous single-
agent problems via the independent Q-learning [44], [54] struc-
ture, referred to as [-SDTs and I-CDTs, respectively. Similarly, to
ensure fair comparisons, we also implement RTCs with indepen-
dent Q-learning to verify the reliability of the module, referred to
as [-RTCs. The hyperparameters and environmental settings of
these algorithms are consistent with their source codes, adhering
to the SMAC configuration [34]. More details can be found in
Table II.

During the training phase, agents receive rewards for defeat-
ing all enemy units within a limited time per episode, and the
target network is updated after every 200 training episode. We
pause the training process for every 5000 training timesteps and
test the win rate of each algorithm for 32 episodes using greedy
action selection in a decentralized execution setting. All results
are averaged over 8 runs with different random seeds and are
displayed in the style of mean =+ std. Our model runs from 1 h
to 15 hours per task with an NVIDIA RTX 3080TI GPU and
an Intel 19-12900k CPU, depending on the complexity and the
length of the episode in each scenario. Our code is publicly
available at https://github.com/zichuan-1iu/MIXRTs.

C. Performance Comparison

Performance Comparison in MPE: We first conduct the exper-
iments on three specifically tailored Spread tasks. As shown in
Fig. 3, our method achieves competitive performance compared
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to baselines, demonstrating its efficiency across a range of sce-
narios. In the standard task configuration involving 3 agents, all
algorithms except QPLEX successfully learn effective policies
that result in covering an average of 95% of the landmarks.
Notably, in scenarios with increased complexity featuring 4 or
5 agents, MIXRTs demonstrate superior performance in later
iterations, achieving a consistent strategy that successfully cov-
ers 80% to 90% of the landmarks within 4 steps. In contrast,
other algorithms display significant performance volatility. This
suggests that deploying a linear structural tree in policy learning
is more conducive to consistently optimal strategy, i.e., each
agent is tasked with occupying a distinct landmark.

Performance Comparison in SMAC: First, we validate
MIXRTs on a range of easy scenarios. As shown in Fig. 4,
compared to VDN, QMIX, QTRAN, and QPLEX methods,
MIXRTs achieve competitive performance with a slightly faster
learning process. In the homogeneous scenarios (e.g., 3 m and
8 m), MIXRTs perform slightly better than others in the early
learning stage. The baselines obtain a sub-optimal strategy with
a slightly larger variance in win rates compared to the MIXRTs.
QTRAN performs not well in these comparative experiments,
which may suffer from the relaxations in practice impeding its
precise updating [35]. Especially in the heterogeneous 2s3z map,
the MIXRTs still obtain a competitive performance whose win
percentage is near to QMIX and QPLEX, but slightly higher
than VDN and QTRAN, which may benefit from the efficient
value decomposition via the lightweight inference.

Next, we evaluate the performance of different algorithms
on the hard and super-hard scenarios. As illustrated in Fig. 4,
MIXRTs consistently achieve performance close to the best
baseline on different challenging scenarios and even exceed it
on 6h_vs_8z. Compared to the other baselines, MIXRTSs per-
form slightly better in the three difficult scenarios, highlighting
the model’s ability to strike an optimal balance between in-
terpretability and cooperative learning performance. Moreover,
we compare the performance of different mixing architectures
in these scenarios, as shown in Table IV. The results show
that the factorization employed within the mixing trees yields a
more effective computation of joint action values than VDN and
QTRAN. For super hard tasks 6h_vs_8z and MMM?2, MIXRTs
can search for workable strategies with stable updates compared
to most baselines, indicating that our lightweight inference and
ensemble structure can improve the learning efficiency and
stability on the asymmetric scenarios. To summarize, MIXRTs
achieve competitive performance and stable learning behavior
while retaining an interpretable learning architecture.

In addition, we also analyze the simplicity of MIXRTs in
terms of the number of parameters compared to the above
baselines, which depends mainly on the observation size and the
number of agents on different scenarios. As shown in Table III,
VDN requires fewer learnable parameters than QMIX, QTRAN,
and QPLEX because it does not employ a mixing network to
represent the state-value function. Since each layer of MIXRTs is
represented linearly, the number of parameters increases linearly
with the depth of the tree. When the depth of the RTCs is set
to 3, compared to QMIX, QTRAN, and QPLEX, the number of
parameters of MIXRTs is reduced by more than 49%, whereas
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TABLE III
THE NUMBER OF PARAMETERS NEEDS TO BE LEARNED FOR DIFFERENT ALGORITHMS ON DIFFERENT SCENARIOS
Method 3m 8m 2583z Sm_vs_6m 3s5z 8m_vs_9m | MMM2  6h_vs_8z
VDN 28,297 32,462 31,883 30,412 35,534 32,911 39, 250 32,206
QMIX 46,058 83,663 67,628 61,933 95,951 86, 224 124,179 73,871
QTRAN 58,495 79, 860 72,021 68,102 89,076 82,097 107,904 76,020
QPLEX 275,669 587,144 447,491 404,164 688, 520 615,241 955,704 508,764
MIXRTs (ours) 20, 880 37,040 34,448 28,752 48, 560 38,592 62,736 35,440
I-SDTs (depth=2) —— |-CDTs (depth=2,2) I-RTCs (depth=2) —— MIXRTs
—— |-SDTs (depth=3) —— |-CDTs (depth=3,3) —— |-RTCs (depth=3)
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Fig. 5. Comparison of I-SDTs, I-CDTs, I-RTCs, and MIXRTs with different depths.

TABLE IV

TEST WIN RATES % OF DIFFERENT MIXING ARCHITECTURES IN HARD
SCENARIOS, WHERE THE METHODS ARE NAMED INDIVIDUAL FUNCTION +
MIXING NETWORKS

Method Sm_vs_6m 3s5z 8m_vs_9m
RNN + VDN Net 73.9548.41 82.03+8.11 75.78+14.01
RNN + QTRAN Net 55.46411.26 17.96+14.31 71.09+17.18
RNN + Mixing Trees 69.174+15.38 87.8945.04 78.90+10.39
RTCs + Mixing Trees | 71.87+12.73  83.98+11.79 84.7649.16

it retains competitive performance. The simplicity of the model
allows us to more easily understand the critical features and the
decision-making process through lightweight inference, which
strikes a better balance between performance and interpretabil-
ity.

Performance comparison with representative interpretable
models based on the tree structure: We evaluate the learning
performance of RTCs over the individual SDTs and CDTs
methods on both easy and hard scenarios. As shown in Fig. 5,
I-RTCs constantly and significantly outperform I-SDTs and
I-CDTs in performance and stability across all the tasks. I-RTCs
achieve better performance by combining high-dimensional fea-
tures mapped from observations to historical information as
input, where adding recurrency information can help agents
better capture feature information in complex tasks, especially
in non-stationary multi-agent tasks. In terms of stability, I-RTCs
perform more stably than SDTs and CDTs, owing to its ensemble
mechanism. Compared to the existing interpretable tree-based
methods, MIXRTs outperform I-SDTs, I-CDTs, and I-RTCs by
leveraging the advantages of learning a centralized but factor-
ized joint action-observation value, particularly through their
lightweight inference architecture.

Generally, deeper trees tend to have more parameters, which
can compromise interpretability. Here, we further analyze the
stability of the decision tree methods with different depths across
different scenarios. As shown in Fig. 5, I-SDTs, I-CDTs, and
I-RTCs learn faster and perform better as the depth of the tree
increases. Notably, by utilizing the ensemble tree structure and
advanced recurrent techniques in I-RTCs, we achieve better
performance that is generally less sensitive to tree depth com-
pared to I-SDTs and I-CDTs. From the comparisons, MIXRTs
yield substantially better results than other tree-based methods.
This improvement may be attributed to the ability of MIXRTs
to efficiently approximate the complex relationship between
individual action-values (); and the joint action-value Q;.¢, as
well as to capture different features in subspaces.

Sensetivity Analysis: In addition, we analyze the sensitivity
of MIXRTs to the effects of tree depth and the number of
ensemble trees on performance. Here, we vary these factors
to assess how performance is influenced by the tree depth of
the individual RTCs and the mixing trees of MIXRTs. Fig. 6(a)
and (b) show the respective effects of the above factors on the
performance of MIXRTs. First, we investigate the influence of
the individual RTCs and the mixing trees with different depths
in three scenarios. Fig. 6(a) displays that the performance of
MIXRTs will improve as the depth of the individual RTCs
and the mixing of RTCs appropriately increases. A greater
depth allows MIXRTs to produce more fine-grained behaviors,
leading to better model performance. However, the improved
performance comes at the trade-off of losing its interpretability.
Generally, a moderate depth (e.g., depth=3, 3) setting can obtain
a competitive performance, where the former 3 and the latter
3 represent the depth of the individual action-value RTCs and
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Fig. 6. The effect of the depth and the number of ensemble trees on MIXRTSs performance.

mixing RTCs of MIXRTs with depth=3, 3, respectively. Further,
we study the effect of the number of ensemble trees on perfor-
mance. Fig. 6(b) indicates that the tree model tends to be unstable
when the number of ensemble trees is small. With moderate val-
ues (e.g., H = 32 ~ 64), the tree usually converges quickly and
obtains better performance. This suggests that setting a moderate
tree depth and number of ensemble trees can yield promising
performance while retaining the simplicity and interpretability
of the model. For this reason, we chose moderate parameters
that offer a trade-off between performance and interpretability,
while maintaining a lower number of parameters comparable to
the baselines, as shown in Table III.

VI. INTERPRETABILITY

The main motivation for this work is to create a model whose
behavior is easy to understand, mainly by fully understanding
the decision process along the root-to-leaf path and their roles
in the team. To demonstrate the interpretability provided by our
method, we describe the structure of RTCs through the learned
filters at inner nodes and show the visualization of the learned
action distribution. Furthermore, we present the importance of
input features, describe how they influence decision-making,
and explore the stability of feature importance. Finally, we give
user studies to ensure that the interpretations align with human
intuition.

A. Explaining Tree Structure

The essence of RTCs is that a kind of model relies on hier-
archical decisions rather than hierarchical features. The neural
network generally allows the hierarchical features to learn robust
and novel representations of the input space, but it will become
difficult to interpret once more than one level. In contrast, we can
immediately engage with each decision made at a higher level
of abstraction, where each branching node of the RTCs directly
processes the entire input features. By filtering different weights
to each feature at each branching node, it becomes possible to
understand which features the RTCs consider when assigning a
particular action distribution to a specific state and how these
features influence the selected actions. This understanding is
achieved by simply examining all the learned filters along the
traversed path from the root to the leaf.

As shown in Fig. 7(a), we display the structure of the learned
RTCs model with a depth of 3 for each agent on a 3 m map,
where the arrows and lines indicate the connections among tree
nodes. Each node assigns different weights to each feature by
processing the observed state, where a feature with a more
intense color (positive: red, negative: blue) indicates higher
magnitude weights and receives more focus. Taking the node in
the green dotted area as an example, the three features with more
intense color are at position 17 (representing the relationship
with the enemy of id = 2), at position 14 (representing whether
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Fig. 7.

(b)

Heatmap visualization of earned filters and action distributions for each layer. (a) Heatmap visualization of the learned filters in the learned RTCs of

depth 3. The weights of each non-leaf node feature contain the current observations (left) and the historical records (right), respectively. The leaf nodes indicate
the magnitude of the different action distributions. (b) Actions probability distribution of the nodes of the RTCs with a given observation, where each node is

distinguished by a different color bar.

this enemy is visible or not), and at position 29 (representing its
health value). Since these features with higher weights tend to
direct the decision towards the left leaf, it becomes important to
choose to attack this enemy in the action distribution (marked
by a red arrow). Otherwise, the leaf distributions assign prob-
abilities to actions related to moving westward (marked by a
green arrow). This behavior is intuitive, as attacking an enemy
can bring higher rewards when it has a better chance of survival.
Therefore, depending on the choice generated by the activation
function, the selected nodes focus on the values of different
branching decisions, including action and feature weights.

To understand how a specific state observation influences a
particular action distribution, we visualize the decision route
from the root to the chosen leaf node in RTCs with the input state.
For a given observation, we also provide the action probability
distribution at each layer, which is an inherent interpretation ca-
pability not available by the standard DNNs paradigm. As shown
in Fig. 7(b), we can receive the action probability distribution
from each layer. Each node outputs a probability distribution
associated with a feature vector, and the selected action depends
on the probabilities obtained by linearly combining the action
distributions of each leaf node. From Fig. 7(b), we can find
which features obtain more attention at each layer and how these
features affect the action probability distribution.

B. Feature Importance

There are several ways of implementing feature importance
assignments on SDTs [32]. However, the data point is more
susceptible to being perturbed since it is less confident of re-
maining in the original when there are multiple boundaries for
partitioning the space. To mitigate this issue, we utilize decision
confidence as a weighting factor in feature importance assign-
ment, which can be positively correlated with the distance from

the instance to the decision boundary to relieve the above effects.
Therefore, similar to (5), we weight the confidence probability
of reaching the deepest non-leaf level node j as P7(of, hi™').
The feature importance can be expressed by combining these
confidence values with the weights of each decision node

=57 P (o, h ) w]
J

Feature importance analysis: After obtaining learned RTCs,
we evaluated the feature importance of agents on different maps
with (13). We select three agent feature properties to indicate
their importance and display the weights of individual credit
assignments across different episodes, including the agent’s
health, enemy distance, and relative Y properties. We analyze
these properties on three different maps, and the results are
shown in Fig. 8(a), (c), and (e), respectively. The horizontal
coordinate represents the number of steps in the episode, and the
two vertical coordinates represent the corresponding value of the
agent property and feature importance, respectively. Meanwhile,
we visualize the weights W; for each agent 7 on each scenario,
and the weight heatmaps are shown in Fig. 8(b), (d) and (f). In
the attention heatmaps, the steps increase from bottom to top,
and the horizontal ordination indicates the agent id.

For the 8 m scenario, it is essential to achieve a victory that the
agents avoid being killed and pay more attention to firepower
for killing the enemies. From Fig. 8(a), we observe that allies
agents have similar feature importance on the same attributes.
It is worth noting that when an enemy is killed in combat, both
the importance of the distance to this enemy and its relative Y
will decrease. This indicates that RTCs can capture the skills for
accomplishing tasks and generating coping actions in response
to environmental changes. In addition, as shown in Fig. 8(b),
we can find that each agent has almost equal attention weights,

(13)
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TABLE V
PERTURBATION TESTS THE WIN RATE OF MIXRTS
Least important data 3m 2s3z Sm_vs_6m | Most important data 3m 283z Sm_vs_6m
Masking 0% IO0.00io,oo 100.00:{:0,00 63.37:{:2,10 Masking 0% 100.00i0,00 100.00i0,00 63.37:{:2,10
Masking 5% 100.00i0A00 100.00i0A00 48.95i1,72 Masking 5% 83.48i1A35 93.87i1418 13~37i378
Masking 10% 96.77i1474 100-00i0400 41-75i2457 Masking 10% 63.78i3,39 41.19i0473 0.00io,oo
Masking 20% 82.1941 .46 70.96+5.26 15.5343.24 | Masking 20% 12.9041.51 3.2249 .64 0.00+0.00
Masking 30% 48.38+4.15 46.67+3.19 0.00+0.00 Masking 30% 0.00+0.00 0.00+0.00 0.0040.00

To quantify the interpretation, we use the trained model to calculate the important features in each step via (13). Then, we mask a varying percentage of the least and most important

features with zeros for each step and redo the decision-making.

indicating that each allied Marine plays a similar role in the
homogeneous scenario, and MIXRTs almost equally divides
Q1o+ for each agent. MIXRTs perform well with the refined
mixing trees since they adjust the weights of (); with a minor
difference. For the 2s3z scenario, we observe that Stalkers and
Zealots have similar feature importance at different steps, which
might be sourced from the fact that they all focus on their health
and play an equally important role in the battle. Furthermore,
when the health value of the Zealot 2 drops to 0, we find that
it exhibits strongly negative importance with blue shades as
shown in Fig. 8(d), where the agent does not play an active role
in battle since it is killed. Interestingly, on the 2s3z scenario,
there is a significant shift in the weight assignments among
the agents. Following the elimination of Zealot 2 during the
battle and its subsequent replacement by Zealot 0, we observe
a marked increase in the importance of the distance and health
features. Moreover, we observe that different types of soldiers
have different sensitivity to features. For example, Medivac
(agent 9 in Fig. 8(f)) receives more attention during the early
stages of the battle, which may be attributed to its unique role
as a support unit in combat. In summary, by analyzing the
feature’s importance, we receive meaningful implicit knowl-
edge about the tasks, which can facilitate human understanding
of why a particular feature’s importance leads to a specific
action.

Perturbing important features: Due to the large number of
features involved in the decision-making process, we mask
certain features by degradation of performance to measure their
importance. For trained MIXRTs, we first calculate the feature
importance at each step through the nodes. Then, we evaluate
performance by substituting the most and least important fea-
tures with zeros, implying that the corresponding nodes in the
tree structure are not involved in the calculation. The perfor-
mance results of the win rate are presented in Table V. When
perturbing a portion of unimportant features, the performance re-
mains relatively stable, which suggests that the critical decision-
making process does not heavily rely on the full set of features.
On the contrary, perturbing the features consider red important
leads to a significant decrease in performance, affirming the
importance of these features in the decision-making process.
Furthermore, as the proportion of masked features increases,
the win rate declines precipitously to zero when critical features
are perturbed, whereas it does not when unimportant features
are masked. This demonstrates the effectiveness of MIXRTSs in
evaluating the importance of features and allows for excluding

a portion of features that are inconsequential to the decision-
making process.

C. Stability on Feature Importance

The stability of an interpretable model is an important factor
reflecting reliability. To further investigate stability, we delved
into the feature importance assignments and action distributions
of the MIXRTSs. We conduct analyses with the violin plot to study
action distribution over several episodes. The violin plot helps us
to immediately identify the median feature importance without
the need to visually estimate it by integrating the density, thereby
providing more precise information to analyze the stability of
feature importance. We hope this can alleviate the differences in
action distributions caused by the different initial states of each
episode. As shown in Fig. 9, we select the health property of
the agents to indicate the correlation between the underlying
action distribution and the assigned feature importance over
32 episodes. The horizontal coordinate and vertical coordinate
represent the selected action and the importance of agent health,
respectively.

On the 3 m scenario, three allied agents focus on firepower
to kill the enemies with fewer casualties. As shown in Fig. 9,
the agents exhibit similar importance across all actions, which
aligns with the common knowledge that homogeneous agents
play the same important role during the battles. Besides, we find
that they prioritize selecting attack actions, as these yield more
positive rewards to ensure victory in this easy homogeneous
environment. From Fig. 9(b) and (c), considerable differences
can also be spotted over 32 episodes on the heterogeneous
scenarios 2s3z and MMM2, even though MIXRTs have captured
similar skills to win. For the 2s3z scenario, Zealots display
a higher importance of health than Stalkers, which may re-
quire a better winning strategy where Zealots agents serve at
the front of combat, killing enemies one after another while
protecting the Stalkers to kite the enemy around the map. Fur-
thermore, we notice that similar interesting findings also exist
in the MMM2 scenario. For example, Medivac, serving as a
healer unit, receives more attention than other kinds of agents
during the battle. This focus on Medivac likely enhances the
team’s effectiveness, as it uses healing actions to improve the
health of its allies, which is consistent with the analysis in
Section VI-B.

Overall, the importance of health is slightly higher when the
agents are in attacking status than in moving status, and it is
significantly higher than when not operating. Since agents are
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Fig. 9. Depicting the stability of fitted MIXRTSs through violin plots. Broad
sections of the plot denote a higher density distribution, while narrow portions
imply a less dense distribution.

often being attacked while they are attacking, the importance of
health is more intense. Meanwhile, agents who are killed receive
the negative importance of health with a small interquartile
range. Regarding stability, agents that are not operating maintain
a steady state in the model, as their health value is 0. In summary,
even when initial environmental conditions vary, we can still
find implicit knowledge from MIXRTs by analyzing the feature
importance over several episodes.

D. Case Study

To further demonstrate the interpretability of MIXRTs, we
present the keyframes on these episodes during the testing stage
in Fig. 10. As observed from Fig. 10(a), during the initial stage
(step=10) of the 253z scenario, Zealot 2 and Zealot 0 are actively
participating in the battle, while Zealot 1 drops teammates. It can
be understood that Zealot 2 and Zealot 0 make contributions
to the team, whereas Zealot 1 is not significantly involved.
Their credit assignment weights 0.23344, 0.22639, and 0.16338
correctly catch the manner of Zealot 0, Zealot 2 and Zealot 1,
respectively. When Zealot 2 was killed as shown in Fig. 10(b), its
credit assignment weight also quickly dropped to the lowest team
level, while the weights of its allies increased. During the battle
process, both Stalkers capture high-level skills with stable credit
assignment weights when the team is in a combat tactic, where
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Salker 0,0.1939
2 Stalker 1 0.1828
Zealon0 02334
Zeator1 [o1638
4] Zealot2 10.2264

(a) 253z (step=10)

r0 01821
102068

(e) MMM2 (step=12)

(f) MMM2 (step=35)

Fig. 10. Visualization of the evaluation for MIXRTs on 2s3z and MMM2
scenarios in SMAC (time step goes from left to right). For each task, the credit
assignment weights for each agent are displayed at the top-right of each frame.
The arrow and the colored circle indicate the direction that each moving agent is
facing and the central attack range, respectively. For the 2s3z scenario, the agents
will receive higher credit when they focus on killing the enemy within its range
of attacking, which implies the credits reflect their contributions to the team.
As shown in figures (a) and (b), they learn a skill-winning strategy of blocking
enemy attacks launched from different directions. For the MMM2 scenario, the
assigned credit for each unit indicates the important role that Medivac receives
the highest credit during the early stage of the battle since it can heal the allied
units, and Marauders receive higher credit than Marines for their high damage.

they nearly always attack enemies behind teammates to get the
utmost out of their long-range attack attributes. Besides, Zealot 0
and Zealot 1 focus on killing the enemy, obtaining higher credit
assignment weights at step 34. As aresult, Zealot 0 and Zealot 1
contribute more than the others with greater credits, indicating
that the credit assignments accurately reflect their contributions
to the team. For the MMM?2 scenario, we find an interesting
strategy to win the battle: when the Medivac is under attack,
it retreats out of the enemy’s range while its allies advance
to shield it from further attacks. Its credit assignment weight
correctly catches the important role of its team with the highest
credit during the early stage of the battle. Besides, Marauders
(Agents 7 and 8) receive higher credits due to their significant
damage output, they receive healing blood from the Medivac
agent as shown in Fig. 10(f). In summary, MIXRTSs can help
us understand the behaviors of agents and their contributions to
the team through linear credit assignments on different complex
scenarios.
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Fig. 11.  Results of our user study, where a higher Likert rating or lower time
taken is better.

E. User Study

Our final evaluation investigates the effect of the interpretabil-
ity provided by MIXRTs for non-expert users. Following the
methodology of Silva et al. [29], [55], we design a user study
where participants are shown policies trained on SMAC sce-
narios. They are tasked with identifying whether these agents’
credit assignments are reasonable given a set of observation
inputs and keyframes? (similar to Fig. 10). We compare the credit
assignment rationality among MIXRTs, VDN, and QMIX. We
present our results to 20 participants, instructing each to assign a
helpfulness score from 1 to 5 using a Likert scale to each result.
The Likert scale guideline is provided on each score for justified
scoring as

e Score 1: misleading credits that impair the decision-making

process.

e Score 2: uninformative credits that neither aid nor hinder

human understanding.

e Score 3: deviated but somewhat related credits that provide

slight assistance.

e Score 4: strongly related keyframes but slightly inaccurate,

helpful.

e Score 5: well-aligned credits that contain all information

in combat, exceptionally helpful.

Each participant is required to observe the keyframes with-
out knowing which method produced the policy, ensuring full
fairness. For each method, we sample 22 frames and time them
separately.

The results of our user study are shown in Fig. 11. Con-
sistent with intuition and previous metrics, human evaluators
reveal our MIXRTs a positive helpfulness rating of 4.05. The
rating indicates that our MIXRTSs generally offer a moderate
enhancement to interpretability. Notably, this result substantially
outperforms QMIX’s helpfulness rating of 2.9979 and VDN’s
rating of 3.2640, both of which suggest vague and deviate-
related content. We conduct an ANOVA on the Likert scale rat-
ings, yielding F'(2,57) = 33.40, p < 0.0001. This indicates that

2Due to the overwhelmingly large features, we only interpret credits to
alleviate frustration for non-expert participants
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different mixing methods significantly affect the interpretability
and usability of credit assignments. A Tukey’s HSD post-hoc
test showed significant differences between MIXRTs and QMIX
(t = 10.26, p < 0.0001) and between MIXRTs and VDN (¢ =
7.67,p < 0.0001). We also measure the time participants took to
evaluate each method, as shown in Fig. 11. MIXRTs required the
least amount of time compared to the other methods. An inter-
esting observation from the study participants is that some par-
ticipants expressed they would have abandoned the task if they
had known the credits were generated by QMIX. These results
support the hypothesis that our model significantly outperforms
other approaches in reducing human frustration and improving
interpretability. These empirical insights strongly support the
supposition that our proposed model markedly excels in dimin-
ishing human frustration and enhancing interpretability.

VII. CONCLUSION

This article presented MIXRTs, a novel interpretable MARL
mixing architecture based on the SDTs with recurrent structure.
MIXRTs allow end-to-end training in a centralized fashion
and learn to linearly factorize a joint action-value function for
executing decentralized policies. The empirical results show that
MIXRTs provide not only good model interpretability but also
competitive learning performance. Our approach captures the
implicit knowledge of the challenging tasks with a transpar-
ent model and facilitates understanding of the learned domain
knowledge and how input states influence decisions, which
paves the application process in high-stake domains. Besides,
the linear mixing component demonstrates the possibility of
generating credit assignments to analyze what role each agent
plays among its allies. Our work motivates future work toward
building more interpretable and explainable multi-agent sys-
tems. In future work, we will attempt to analyze higher-level
strategies and provide more reliable interpretation estimates,
aiming to further reduce the human effort required to understand
the decision-making process.
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